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Preface

Acoustic logging relies on the analysis of seismic waves generated and recorded
within a borehole. These waves provide information about the borehole, the sur-
rounding formation, and the casing and cement of a cased hole. Since the early
days, when a single source and single receiver were used, acoustic logging has
advanced into a sophisticated system with a broad spectrum of applications aimed
at obtaining information about the borehole and the surrounding medium. Many
advanced technologies developed in recent years have improved our ability to
extract additional information from acoustic logging. Among them is acoustic
logging-while-drilling, in which real-time data are acquired in vertical, deviated, or
horizontal wells while drilling. Another newly developed technology is borehole
acoustic reflection imaging, which has the capability to delineate geological
structures as far as 10-20 m away from the borehole. Other developments include
high-tech sonic/ultrasonic methods, which can be employed to evaluate the con-
dition of the cement bond in cased holes. In short, acoustic logging has grown into
an extensive field with advanced applications. However, the most recent books
concerning acoustic well logging were published more than 16 years ago (Paillet
and Cheng 1991; Tang and Cheng 2004) and do not cover all of these newly
developed technologies. To mitigate this gap in books, this book provides an
in-depth review of acoustic logging using extensive numerical modeling examples
of waves in and around a borehole to help visualize and understand the waveforms
resulting from complicated boreholes and measurement geometries.

This book covers the principles, historical development, and applications of
many acoustic logging methods, including acoustic logging-while-drilling and
cased hole logging methods. State-of-the-art simulation methods, such as the dis-
crete wavenumber integration method (DWM) and the finite difference method
(FDM), are introduced to tackle the numerical challenges associated with models
containing large material contrasts, such as the contrasts between borehole fluids
and steel casings. In addition, waveforms and pressure snapshots are shown to help
the reader understand the wavefields under various conditions. Advanced data
processing methods, including velocity analyses within the time and frequency
domains, are utilized to extract the velocities of different modes. Furthermore, we
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discuss how various formation parameters influence the waveforms recorded in the
borehole and describe the principles of both existing and potential tool designs and
data acquisition schemes.

Benefiting from the rapid development of information technology, the subsur-
face energy resource industry is moving toward data integration to increase the
efficiency of decision-making through the use of advanced big data and artificial
intelligence technologies, such as machine/deep learning. However, wellbore fail-
ure may happen if evaluations of risk and infrastructure are made using data mining
methods without a complete understanding of the physics of borehole measure-
ments. Hence, the uncertainty of the data must be properly understood to implement
reliable supervised machine learning methods. Processed results from borehole
acoustic logging will constitute part of the input data used for data integration.
Therefore, to successfully employ modern techniques for data assimilation and
analysis, one must fully understand the complexity of wave mode propagation, how
such propagation is influenced by the well and the materials placed within the well
(i.e., the cement, casing, and drill strings), and ultimately how waves penetrate into
and are influenced by geological formations.

This book will benefit geophysicists (including borehole geophysicists and
seismologists), petrophysicists, and petroleum engineers who are interested in
formation evaluation and cementation conditions. In addition, this work will be of
interest to researchers in the acoustic sciences and to fourth-year undergraduate and
postgraduate students in the areas of geophysics and acoustical physics.

This book greatly benefits from the research and knowledge generated over four
decades at the Earth Resources Laboratory (ERL) of the Massachusetts Institute of
Technology (MIT) under its acoustic logging program. We thank the sponsors,
researchers, staff, and graduates of ERL for providing the knowledge base from
which this book has benefited. Hua Wang feels honored to have worked at
MIT ERL for nearly 6 years. Interacting with ERL members over this period has
helped Hua Wang to improve both his English and technical skills. We thank
Dr. Douglas Miller, Dr. Daniel Burns, and Dr. Aimé Fournier at MIT, whose
experience in data processing and mathematics stimulated our ideas on borehole
acoustic data. We have greatly benefited through our close work with them and
through the many resulting discussions.

Hua Wang thanks his Ph.D. thesis advisor at the China University of Petroleum
(Beijing), Prof. Guo Tao, currently a Professor at Khalifa University of Science and
Technology in Abu Dhabi, and Professor Lizhi Xiao at the China University of
Petroleum (Beijing), for their enduring help during his research. Dr. Wei Li at the
Beijing Research Center of Saudi Aramco provided some materials shown in
Chap. 3. Dr. Chao Li at the Institute of Acoustics, Chinese Academy of Sciences,
Dr. Meng Li at Xi’an Shiyou University, and Dr. Junxiao Li at Petroliam National
Berhad (Petronas) provided and processed some of the data shown in Chap. 7.
Mr. Ioan Alexandru Merciu and his colleagues at Equinor read a draft of the book
and provided helpful suggestions. We also thank other former colleagues who aided
and supported us during the writing of this book, including Dr. Xuefeng Shang at
the Shell Exploration and Production International Company and Dr. Xinding Fang
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at the Southern University of Science and Technology, and we express our gratitude
for the support from our many friends, including Dr. Xiao He at the Institute of
Acoustics, Chinese Academy of Sciences, and Mr. Aihua Tao at China Oilfield
Services Limited.

Charlotte Johnson spent countless hours editing early versions of this book and
contributed greatly to its readability, and Anna Shaughnessy helped edit Chap. 6.
We could not have completed the book without their dedicated efforts and help.
Thank you both!

Special and deep thanks are owed to Hua Wang’s wife Xichen Xu, his son,
Albert (Mingyue) Wang, and his daughter, Annie (Chuoyue) Wang. The
long-distance separation between Cambridge and Beijing and later between
Chengdu and Beijing made it difficult for them while this book was being written.
As such, we deeply appreciate their support.

Finally, we are grateful for the financial support provided by the National
Science Foundation of China (No. 41404100 and 41974150), the China
Postdoctoral Science Foundation (No. 2013M530106), the International
Postdoctoral Exchange Fellowship Program managed by the office of the China
Postdoctoral Council, the Founding Members Consortium of ERL at MIT, and MIT
Energy Initiative Seed Fund Award (No. 015728-00149).

Chengdu, China Hua Wang
Professor
Cambridge, MA, USA M. Nafi Toksoz
Professor
Cambridge, MA, USA Michael C. Fehler
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Chapter 1 ®)
Introduction Check for

Well logging is extensively employed within boreholes to obtain high-resolution
physical measurements and determine the properties of the subsurface. Accordingly,
well logging constitutes one of the key technologies in the oil and gas industry,
but it also has applications in hydrology, environmental geoscience and geotech-
nical research. The information acquired through well logging complements surface
measurements by providing high-resolution subsurface data; these borehole measure-
ments provide detailed geological, petrophysical, and fluid properties under in situ
conditions with continuous depth coverage.

The most widely used logging technology is wireline logging where the logging
tool, equipped to make measurements, is lowered into the borehole (Fig. 1.1).
The wireline (cable) provides a connection to the surface for both power and data
transmission.

Another approach is the relatively new logging-while-drilling technique, which
involves the placement of sensors on the drill collar and the transmission of informa-
tion to the surface by either mud pulse telemetry (MPT) or electromagnetic telemetry
(EMT) (Jarrot et al. 2018). Data may also be stored in the downhole memory and
brought to the surface when the drill pipe is removed from the hole.

Borehole logging was pioneered by Conrad and Marcel Schlumberger in 1927
(Johnson 1962; Allaud and Martin 1978; Luthi 2000). The first measurement was a
resistivity log (Fig. 1.2) made in a borehole in Pechelbronn, France, on September
5, 1927 (Tixier and Martin 1962). The measurement was made with an arrangement
of four-electrodes at fixed intervals, and the measured resistivity was plotted on
graph paper as a function of depth. An oil-bearing sandstone layer was identified by
the resistivity measurements. The success of these direct resistivity measurements
launched the use of logging as a standard method that could replace more expensive
coring, particularly as the resistivity profiles from different wells provided a new
tool to correlate beds among various wells. Hence, the success of the Schlumberger
brothers marked the birth of well logging.

Today, borehole logging encompasses a wide variety of measurements using
every branch of physics (Schlumberger 1987; Hilchie 1978; Tao 2006). Borehole
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logging is an interdisciplinary field that utilizes a wide array of physical measure-
ments to generate detailed characterizations of the subsurface geology, lithology,
petrophysics, fluids and saturation. Borehole measurements provide electrical (Doll
1949; Boucher et al. 1951), acoustic (Paillet and Cheng 1986; Tang and Cheng 2004),
nuclear (Hilchie 1978), magnetic (Coates et al. 2000), and gamma and X-ray logs as
well as information regarding the temperature and pressure (Asquith and Krygowski
2006; Ellis and Singer 2007; Lebourg et al. 1956; Chin et al. 2015).

However, seismic waves remain the primary means for imaging the Earth’s inte-
rior, studying earthquakes, and exploring for oil/gas resources. Nevertheless, acoustic
logging complements surface seismic acquisitions by providing direct measurement
in a third dimension, i.e., the depth direction.

In this book, we cover the narrow but important field of seismic and acoustic
logging. Acoustic logging plays a major role in determining of formation properties,
the conditions of the borehole, casing, and cement, and assessing the well safety.
We focus a great deal of attention on the use of numerical simulation to investigate
the wavefields in various logging scenarios. The goal is to give the reader graphical
insight into the influences of various formations and borehole geometries on the
wavefields in acoustic logging.
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Fig.1.2 The firstresistivity log made at Pechelbronn, France, acquired on September 5, 1927 (from
Fig. 1 in Johnson 1962)

-

The selected references given at the end of this chapter provide an extensive and
comprehensive background set of references.
1.1 Evolution of Borehole Acoustic Logging

Acoustic logging was introduced in the 1930s to measure the compressional (P)-wave
velocity of a formation (Schlumberger 1987). In the early years, hydrophones were
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lowered into the borehole by logging cables to measure the seismic travel times from
sources at the surface; eventually, the source and receivers were combined into one
tool system. Acoustic logging has since been employed commercially to determine
the velocity of a formation by recording the travel times of first arrivals within the
borehole (Summers and Broding 1952; Vogel 1952).

The evolution of acoustic logging tools is illustrated in Fig. 1.3. The simplest
configuration consists of one transmitter and one receiver (Fig. 1.3 (1)). However,
tools with more receivers and/or transmitters were developed to reduce the effects
of tool tilt and borehole radius changes. Initially, the travel times of the first arrivals
were used to determine the formation velocity; then, tools with an array of receivers
(Fig. 1.3 (2) and (3)) were used to improve the accuracy and resolution of the velocity
measurements. Eventually, logging tools with an acoustic isolator (ASO in Fig. 1.3

s’

Array receivers

ASO

A

¥ bt e et
NP S ——

0y @ &) “) ®)

Fig. 1.3 Configurations for different wireline tools (T, R, and ASO represent the source, receivers
and acoustic isolator, respectively)
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(4)) situated between the transmitter and receivers were developed to eliminate
waves propagating inside the tool (e.g., Chen et al. 1998). Grooves were eventu-
ally emplaced along the tool body between the source and receivers in conjunction
with absorbing materials to scatter and attenuate the waves within the tool (Cowles
et al. 1994; Su et al. 2015). Ultimately, the installation of sources and receivers
along different azimuths (Fig. 1.3 (5)) enhanced the capability to acquire azimuthal
measurements.

A major advance in acoustic logging was full waveform recording, which was
enabled by developments in digital data acquisition, transmission, and recording.
Figure 1.4 shows a field example of a full waveform data set collected from a borehole
within a layered sedimentary section consisting of carbonates, evaporates, and shales
(Arditty et al. 1981; Toksoz et al. 1984a). Different formations (marked in the figure)
affect the characteristics of the full waveforms in different ways. The changes in the
arrival times and waveforms define the lithological boundaries. P, S, pseudo-Rayleigh
(pR), and Stoneley (ST) phases are marked in the figure. Only a small variation in
the ST wave arrival time with depth is observed, whereas the changes in the arrival
times of the P- and S-waves in different lithologies are clear. Even a minor change
in the P-wave velocity between depths of 4900 and 5400 ft is accentuated in all
the waveforms recorded in that depth interval. At depths from 5800 to 6000 ft, the
S-waves and the long train of pR waves are missing; this depth interval corresponds
to a case where the formation S-wave velocity is less than the borehole fluid velocity
(e.g., a slow formation). Consequently, a dispersive leaky P-waves and ST waves are
the only two phases on the wave train in this depth range.

1.1.1 Data Processing Methods

From array waveforms, the velocities of P, S, and ST waves can be determined using
one of many advanced data processing methods. Figure 1.5 shows an example of full
waveform recordings made with a monopole tool. The waveforms clearly change
with depth, and the differences between the upper and the lower sets of waveforms
are caused by differences in the formation lithology. The velocities of different modes
are obtained from the array waveforms using the velocity-time semblance method
(see Chap. 3).

With the demonstrated need for more detailed information about the subsur-
face, acoustic logging capabilities have improved using advances in sensor and data
handling capabilities.

1.1.2 Borehole Acoustic Logging Tools

Borehole acoustic logging tools, briefly discussed at the beginning of Sect. 1.1,
have been further developed to acquire improved measurements of P- and S-wave
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Fig. 1.4 Field data example of a full waveform monopole measurement (an iso-offset section) in a
formation with alternating sections of carbonates, evaporates and shales (from Fig. 1 in Toksoz et al.
1984a). The data were logged with E.V. A. (Arditty et al. 1981), the ELF Aquitanie full waveform
acoustic logging tool. The source-receiver distance is 6.75 m

velocities, elastic anisotropy and other formation properties. The frequency band of
measurements has been expanded from a few hundred Hz to a few tens of kHz. In
addition to monopole sources, dipole and quadrupole source and receiver geometries
have been developed to determine the shear (S)-wave velocities in slow formations.
Cross-dipole measurements (Fig. 1.6) are commonly used to determine the formation
anisotropy. In addition, multiazimuth array tools have been employed for peripheral
imaging, geosteering, and fracture mapping. Moreover, advanced sensor and data
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Depth (m)

X80 =
0
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Fig. 1.5 Full waveform recording made using a monopole source and the resulting velocity profile.
a Traces at the receivers closest to the source versus depth. There are two traces per foot. Each trace
has 660 samples with a time interval of 12 ps. The source-receiver distance is 2.74 m, and the
receiver interval is 0.15 m. b Velocities of P, S, and ST waves determined from the array waveforms
using the velocity-time semblance method (see Chap. 3)

transmission technologies, improved theoretical modeling, and data analysis and
interpretation capabilities have all contributed to these advances.

There are three types of sources: monopole, dipole, and quadrupole (Fig. 1.7). A
monopole source is radially symmetric; hence, a tool with a monopole source can
be used to measure the P- and S-wave velocities in fast formations. A dipole source
can be used to generate shear motions and flexural waves to measure the S-wave
velocities in both fast and slow formations (White 1967; Zemanek et al. 1984; Tang
and Cheng 2004). The S-wave velocity can also be measured using a quadrupole
source (see Fig. 1.7). For ultrasonic tools (where the source frequency exceeds
100 kHz), the sources are more like a piston (focused or planar), which gives the
source a strong directivity.

In acoustic logging, two other tool properties are important for data acquisition
and processing. As shown in Fig. 1.8, the distance between the source and the nearest
receiver, referred to as the transmitter-receiver spacing (T-R), must be sufficiently
large to acquire refracted P- and S-waves. In addition, the distance between two
adjacent receivers is known as the interval. Large T-R allows different borehole
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Receiver X

Fig. 1.6 Schematic of a cross-dipole tool. The arrows designate the polarization directions of the
source and receivers

Fig. 1.7 Radiation patterns of monopole and multipole sources
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Fig. 1.8 Schematic of a multipole array acoustic logging tool. There are two monopoles: Monopole
1 is a near-monopole source and Monopole 2 is a far-monopole source. Two dipole sources, X and
Y, are used for cross-dipole measurements

modes propagating at different velocities to be separated with greater clarity, but
attenuation over a large propagation distance lowers the signal-to-noise ratio. In
contrast, short intervals increase the spatial resolution along the borehole but can
reduce the accuracy when the array length is decreased. In a typical acoustic wireline
tool, the T-R spacing is approximately 3—4 m and the interval is 0.15 m.

The continuing evolution of sonic logging tools has been aimed toward broad-
ening the source frequency band. As a result, the source frequency has shifted
from the 10-30 kHz frequency range to a lower frequency range (1-10 kHz). This
was made possible by improvements in transducer technology and by the need for
lower-frequency waves to measure S-wave velocity in slow (low-velocity) formations
(Pistre et al. 2005). Other developments have been made to increase the numbers of
sources and receivers on the same tool. Figure 1.8 shows a schematic diagram of an
advanced tool, on which the two monopole sources make it possible to make measure-
ments with different source-receiver separations and different source frequencies.
Receiver arrays with 8-13 nodes (with each node housing as many as 8 azimuthally
distributed sensors) have been developed. Two dipole sources are used for dipole and
cross-dipole measurements.

The discussion so far has been about logging in open (uncased) boreholes.
However, in field surveys, many wells are cased and cemented to ensure the borehole
integrity and safety and to enable proper production from the selected strata. The
introduction of casing and cement creates a cylindrically layered geometry within
the borehole that raises two important issues: the measurement of the formation
properties behind the casing and the evaluation of the cement integrity, generally
referred to as cement bond logging. The cement fills the annulus between the casing
and formation to form a seal around the casing. The quality of the seal is important
both for production and for safety. An overall evaluation of the cement bond quality
can be accomplished using sonic logging in the 10-30 kHz frequency range. For
detailed evaluations of the cement bond quality and for imaging the material behind
the casing, ultrasonic frequencies (larger than 100 kHz) are used.

Two techniques are utilized to evaluate cased holes: pulse-echo and pitch-catch
techniques. These methods are discussed in detail in Chap. 4. Pulse-echoes measure
reflections from different interfaces. Cement bond quality is determined using esti-
mates of the acoustic impedance contrasts between the casing, cement and fluid
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Fig. 1.9 Schematic diagram of an ultrasonic cement bond evaluation tool combining the pulse-
echo and pitch-catch elements. a Tool configuration. b Measurements in a cased and cemented
borehole. The blue arrow indicates a pulse-echo measurement, while red arrows indicate pitch-catch
measurements

obtained from the various reflection amplitudes. In contrast, the pitch-catch method
measures the shear attenuation of the material behind the casing (Zeroug and Froelich
2003), and this attenuation is interpreted to infer the cement bond quality. The
combination of these two techniques provides detailed images of the cement inter-
faces. Figure 1.9 shows the configuration of the combined pulse-echo and pitch-catch
approach, and Fig. 1.10 shows the pulse-echo and pitch-catch wavefields in a cased
hole.

The introduction of Acoustic Logging-While-Drilling (ALWD) in the 1990s was
an important development in the ability to measure formation properties in real time
while drilling. Unlike wireline logging, ALWD data acquisition and recording occurs
in real-time while drilling when relatively little fluid has invaded the formation. The
ALWD evolution followed a path similar to that of wireline acoustic logging. The
concept of ALWD was introduced in the 1950s. Initially, only the first arrival time was
measured. Then, the interval transit time was recorded by employing one transmitter
and two receivers, followed by tools with azimuthal sources and array receivers to
obtain the P- and S-wave velocities in fast and slow formations.

One challenge in the acquisition of ALWD measurements is the influence of
the massive collar located on the drill string on the wavefields and the resulting
measurements of the P- and S-wave velocities. Another problem is the noise in the
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Fig. 1.10 Examples of pulse-echo (a) and pitch-catch (b) measurements in a cased-hole. See
Chap. 4 for more details

borehole due to drilling activity. These issues are discussed in Chap. 5, which is
devoted to ALWD.

With increasing numbers of sources and receivers, the use of larger arrays having
longer source-receiver separations, and enhanced abilities to tackle larger data
volumes, the utilization of borehole acoustic logging has been extended to imaging
beyond boreholes. Figure 1.11 shows an example of the use of borehole acoustic
logging data to map fractures tens of meters from the borehole wall. This technique
obtains peripheral images around the borehole to distances of tens of meters.

Depth (m)
Well trajectory

0 50 100 150 200
Horizontal distance (m)

Fig. 1.11 Example of borehole reflection imaging for the mapping of fractures in a horizontal well
(modified from Fig. 5 in Hirabayashi et al. (2016))
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Obtaining images of the regions around boreholes using ALWD data makes
geosteering feasible; that is, this approach helps keep the borehole in the formation
of interest. A detailed review of peripheral imaging is presented in Chap. 7.

1.2 Waves in a Borehole

Borehole acoustic logging utilizes seismic/acoustic waves that are generated and
recorded in the borehole. Measurement devices normally consist of one or more
transmitters (T) and an array of receivers at some distance from the transmitter
(Fig. 1.12). Energy from the transmitter is coupled to the borehole wall through a
fluid; this energy (i.e., a wave) is refracted along the borehole wall when the incident
angle is larger than the critical value given by Snell’s law. Several refracted waves
are generated that can be interpreted to determine the P- and S-wave velocities of
the formation surrounding the borehole.

A fluid-filled borehole represents a very efficient waveguide. A portion of the
energy from the acoustic source is often trapped in the borehole and subsequently
propagates as guided waves. Figure 1.13 shows two snapshots of waves propagating
in a borehole and the surrounding formation. These snapshots were output from
numerical simulations of wave propagation calculated using a 3-D finite difference
code (see Appendix B). The first example (Fig. 1.13a) is for a borehole in a fast
formation, in which the formation S-wave velocity is greater than the borehole fluid
velocity (Vs > Vf). Direct, transmitted, refracted, reflected and guided waves can be
seen. The result is a long wave train, an example of which is shown in Fig. 1.12.

We illustrate the case of the fast formation with a simplified diagram (Fig. 1.14)
that shows the ray paths near the borehole. The waves emitted by the source (atx =0m
and z = 0 m) are transmitted into the formation and are also refracted along the bore-
hole wall. These waves penetrate into the formation when the incident angle (e;,) is
less than the P-wave critical incidence angle (o) (from O to B in Fig. 1.14). Beyond
the critical angle, the incident waves are refracted as P-waves propagating with the
formation P-wave velocity along the borehole wall. The refracted P wave radiates
energy into the borehole fluid. The borehole sonic logging tool receives this energy as
primary (or head) waves. Part of the P-wave energy is converted into S-wave energy
at the borehole wall and hence propagates as an S-wave. The refracted S-wave prop-
agates along the borehole wall with the formation S-wave velocity when the incident
angle is greater than or equal to the S-wave critical incidence angle (ecs). Between
oy and e (from B to C in Fig. 1.14), the energy is transmitted into the formation as
an S-wave (see Fig. 1.13a). The energy is fully refracted when the incident angle is
greater than ey (to the right of C in Fig. 1.14). The refracted S-wave radiates energy
back into the borehole fluid column as a guided wave that is related to pR and ST
waves (Paillet and Cheng 1986; Tang and Cheng 2004; Ellis and Singer 2007).

In the case of a slow formation, where the S-wave velocity is less than the borehole
fluid velocity (Vs < Vf) (Cheng et al. 1982; Schmitt and Bouchon 1985), there are
no refracted S waves. Instead, only P and ST waves exist, as shown in Fig. 1.13b.
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Fig. 1.12 Schematic illustration of acoustic logging with a source (transmitter) and an array of
receivers. A typical received waveform shows formation P, S, pseudo-Rayleigh (pR), and Stoneley
(ST) waves. The dashed lines show the wave propagation ray paths

In a fast formation, the received wave modes (for a monopole tool within the
sonic frequency range) include two body waves: namely, compressional (marked
as P in Fig. 1.13a) and shear (marked as S in Fig. 1.13a) waves, and two guided
waves, namely, pR and ST waves. However, S and pR waves do not appear in a slow
formation (Fig. 1.13b). In this case, leaky P waves become the first arrivals. A leaky
mode is a type of elastic energy propagating in the borehole; part of the energy is
reflected into the borehole from the borehole wall, while the rest radiates (or ‘leaks’)
into the formation. In this case, ST waves become the only type of guided wave, and
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Fig. 1.13 Snapshot of the wavefield in the borehole and surrounding formation calculated by a
3-D finite difference code (see Appendix B). a Wavefield at 2 ms in a fast formation. b Wavefield at
4 ms in a slow formation. The 10 kHz monopole source located at x = 0 m and z = 0 m, is marked
with a star. The borehole radius is 0.1 m, and the borehole wall is delineated by black lines
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Fig. 1.14 Schematic illustration of incident, reflected, refracted and transmitted waves near the
wellbore wall in a fast formation
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the dispersion of ST waves depends on the formation S-wave velocity (Paillet and
Cheng 1986).

1.3 Coverage of This Book

This book covers seismic/acoustic wave propagation in and around a borehole and
the corresponding use of acoustic logging. Knowledge about the dependence of
waveforms on seismic velocities, source types, and frequencies is important for the
interpretation of the data and the design of logging tools and for deciding which
measurements best suit a user’s needs.

Chapter 2 covers the fundamental aspects of seismic/acoustic waves in and around
boreholes. This chapter presents numerous examples of waveforms and wavefield
snapshots generated by finite difference simulation that illustrate the characteristics
of waveforms for wells in formations having different properties. The examples were
collected using various sources and source frequencies.

Chapter 3 describes the most commonly used methods for determining the P-
and S-wave velocities from an array of waveforms obtained during logging. The
commonly used velocity-time semblance analysis method and other new spectral
methods are described.

Frequently, acoustic logging data are obtained in cased holes to determine the
casing and cement conditions and to assess the cement bond integrity. These measure-
ments are conducted with sonic and ultrasonic tools. Models generated by 3-D
finite difference calculations (shown in Chap. 4) demonstrate the differences in the
wavefields and waveforms obtained under both good and poor cement conditions.

ALWD is arelatively new technology that complements wireline logging. A major
difficulty for both tool design and data analysis is coping with the effects of a massive
drill collar in the borehole. The modeling of ALWD waveforms, covered in Chap. 5,
provides insights for both tool design and data analysis.

Chapter 6 covers the modeling of eccentered (i.e., off-centered) tools in a borehole.
Eccentricity affects both the modal compositions of waveforms and the amplitudes
of different phases due to loss of radial symmetry. Velocity measurements may also
be impacted because of interference by extra modes.

The final chapter (Chap. 7) covers peripheral imaging around boreholes for the
imaging of faults, fractures, and bed boundaries located at distances of several tens of
meters from a borehole. Surface seismic survey data processing methods are applied
to borehole imaging data. Geo-steering, especially in horizontal drilling, is another
application of peripheral imaging.

The primary goal of this book is to provide an in-depth review of seismic/acoustic
wave propagation in and around boreholes using analytical and numerical calcula-
tions. The results of 2- and 3-D finite difference simulations provide a visual display
of wave propagation characteristics for a broad spectrum of logging examples. These
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simulated results provide a library of examples that will benefit the acoustic logging
community, including tool designers, analysts, interpreters, and researchers.

Suggestions for Further Reading

Our book complements other books, such as those of White (1983), Paillet and
Cheng (1991), Tang and Cheng (2004), and Chin (2014), in that each of these works
emphasizes different aspects of acoustic logging and its application. We list a selected
set of references for further reading.

Aki, K. and Richards, P. G., 2002, Quantitative seismology, Second Edition.
University Science Books.

Chin, W. C., 2014, Wave propagation in drilling, well logging and reservoir
environments. Wiley.

Ellis, D. V., and Singer, J. M., 2007, Well logging for earth scientists. Springer.
Paillet F., and Cheng C. H., 1991, Acoustic waves in boreholes. CRC Press.
Schlumberger, 1987, Log interpretation principles/applications. Schlumberger
educational services.

Tao G., 2006, Logging information processing and application. China University
of Petroleum Press.

Tang X. M., and Cheng C. H., 2004, Quantitative Borehole Acoustic Methods.
Elsevier.

White, J. E., 1983, Underground sound: Application of seismic waves. Elsevier
Science Publishers B. V.



Chapter 2
Wave Propagation in an Open Borehole e

This chapter covers theoretical/numerical modeling of wave propagation in an open
(uncased) borehole. It starts with the analytical formulation of seismic wave propa-
gation and proceeds to modeling for boreholes in formations with different velocities
and for different source types (monopole, dipole, and quadrupole). Numerical calcu-
lations provide an extensive suite of examples that illustrate the sensitivity of the
acoustic logs to formation properties, borehole radii, and type and frequency of the
sources. Field data examples are also included to illustrate the waveforms in different
formations.

2.1 Waves in and Around an Open Borehole

2.1.1 Waves in the Isotropic Solid Medium

The displacement in an isotropic solid is: u = u r + v 8+ w z, where u, v, and w are
the displacements in radial, azimuthal, and axial directions and r, 8, and z are the
corresponding unit vectors. The elastic wave equation in a solid medium (without
source) is (Aki and Richards 1980),

9%u

(A + WV(V-u) + puViu = Po

(2.1)
where ¢ is time and p is density. A and p are Lamé constants. u can be expressed in
terms of displacement potentials ¢ and ¥ (Lay and Wallace 1995):u = V¢ +V x V.
¢ is the scalar potential for P-waves. V¥ is the potential vector. Potential ¥ = xz +
V x (I"z), where x and I are the potentials for SH and SV waves. Equation 2.1 can
be expressed by three differential equations for P, SH, and SV waves,
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32
P-wave (A +2u)V3p = ,oa—;f, (2.2a)
82
SHwave uViy = poX, (2.2b)
ot?
5 %[V x I']
SVwave uV7[VxI]= pT. (2.2¢)

P and S velocities are Vp = ‘/% and Vg = \/% . In a cylindrical coordinate

system, the Laplace operator is V? = RS N RS W SRk
’ ar? ror r2 362 972"

Equations 2.2a, 2.2b, 2.2¢ in the frequency domain are as follows:
VO +kd =0
V3% + k2% =0, (2.3)
VI +k2TF =0

where @, ¥, and I are the terms ¢, x, and I"in the frequency domain, respectively.

k, = ++ and k; = > are the wavenumbers of P- and S-waves. k; is the axial
» s

wavenumber and the complex P and S radial wavenumbers are p = /k? — kf, and

s =k — k2.
The general solutions, at each frequency, of Eq. 2.3 can be obtained by the method
of separation of variables (Miller 1977),

D(r,0,2) = (A, K, (pr) + AL L, (pr))(l; sinnd + I, cos nf)(c1e’ + cre~%:%)
X(r,0,2) = (B,K,(pr) + B,L,(pr)){l; sinnd + I, cos n)(c1e™* 4 cre %),

r(r0,z) = (C,K,(pr)+ C) 1L,(pr))(ly sinn + I, cos n0)(c1e™* + cre~ k%)
2.4)

where I,,(x) and K,,(x) (n = 0, 1, 2, ...) are the first and second kinds of modified
Bessel functions (Lebedev 1972), corresponding to incoming and outgoing waves.

Assuming k, to be negative in the propagation direction, the coefficients of the
term exp(—ik,z) are zeros. The cosine terms are used for P and SV waves, and sine
terms are used for the SH wave. Then Eq. 2.4 can be expressed as,

D(,6,2) =13 > [ AuKa(pr) + A, Ly (pr) | cos(nd) exp(ik.),
k;, n

X202 =13 Y [ BiKa(pr) + ByLu(p) | sinnd) expik.0), 05
k, n

T(,0,2) =13 > [ CuKa(pr) + C, 1u(pr) | cos(u6) exp(ik.2).
k., n



2.1 Waves in and Around an Open Borehole 19

For the open borehole in an infinite solid medium, there is no incoming wave from
outside the borehole and coefficients of the term I, (pr) are zeros.

@D(r,0,2) =1>.>" A, K, (pr)cos(nd) exp(ik,z),
k, n

X(r.6.2) =135 B, K, (pr)sin(n6)exp(ik.2). 2.6)
k., n

T(r,0,2) =13 ) C,K, (pr)cos(nd)exp(ik.z).
k, n

However, for other cases such as cased holes and boreholes near reflecting
interfaces, the “incoming” terms need to be considered.

2.1.2 Waves in a Fluid Medium

In a fluid medium with density pr and velocity Vy, inside the borehole, there is only
the scalar potential ¢ and wave equation with a source is as follows (Fig. 2.1):

prd*py

Vi, =1L
2 A 02

+8(r —r0)8(6 — 60)8(z — z0) f (1), 2.7)

where ¢y is the displacement potential in the fluid and f(7) is the source time function.
ro, 0o, and 7y are the source coordinates along radial, azimuthal, and axial directions
in the borehole. § is a Dirichlet function (Dunham 2005).

In the frequency domain, the equation is as follows:

Fig. 2.1 Diagram of point
source and receiver in the

borehol i recei
orehole receiver (r, 0, )
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V20, + k2B s = 8(r — 10)8(6 — 60)8(z — 20) F (@), (2.8)

where ®; is the Fourier transform of ¢y and ky = % is the P-wave wavenumber in

the fluid. Following the general solutions in Eq. 2.4, a solution at each frequency of
Eq. 2.8 can be expressed as (Aki and Richards 1980),

D (r,0,2) = Y (DuKu(fr) + DLy (fr)) cosn(® — 6p)e’™ " F(w), (2.9)
n=0

where f is the wavenumber in the radial direction of P-wave in the fluid, f =
k? - k?.
The displacement potential at the location (r, 6, z) of a point source is (Kurkjian
and Chang 1986),

HelkrZ ¢ ik,\/r2+r§72rro c0s(0—60)+(z—20)?
Ga(t, 1,0, 7) = f()ze __Jwe . (2.10)
r2+rd —2rrgcos(d — 6p) + (z — 20)?

In the frequency domain, the expression is as follows:

F(w)ei*r? F(w)ei*s /P12 =2rrg cos(0—60)+(z—20)2
Sy(w,r,0,2) = = . (2.11)

4 r2+ rg — 2rrgcos(0 — 6y) + (z — z0)?

This spherical formulation can be converted into a cylindrical formulation.
Ignoring the source term F(w), the cylindrical formulation is as follows:

oo

_ %In(frO)Kn(fr)y r>rp ik;(z—z0)
Q4(r,0,2) = an{ %In(fl’)Kn(fro), r <10 } * cos(n(6 — 0y))e .

n=0
(2.12)
where ¢, = 1 when n is 0. g, = 2 for other cases.
From Eq. 2.9, incoming waves can be expressed,
oo
@/, (r.0.2) =Y DL,(fr)cosn(® — Op)e’* . (2.13)

n=0

The total wavefield in the borehole is the sum of the direct (outgoing) and scattered
(incoming) waves from borehole wall,

Gy = g + P, = P(w, k)e™ ), (2.14)

sca
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&, {gnﬁln(fFO)Kn(fr) +D;,In(fr)ar >T0

where P(w, k,) = !
¢ ;;] 8”#1,1(]“7')[{”(]“}’0)+Dnln(f}"),r <7

}cos[n(@ —6p)].

2.1.3 Wavefieds in the Borehole and Formation

The coupling of the wavefields in the borehole fluid to a solid formation requires
boundary conditions. The value of D;l in Eq. 2.14 and coefficients in Eq. 2.6 can be
determined from the boundary conditions.

The boundary conditions between the fluid and a solid are

Continuity of radial displacement: uf = U,
Continuity of normal stress: — Py = o,
Zero shear stress: 0,, = 0,0,y = 0,

where u’; is radial displacement in the fluid and u, is radial displacement in the
formation. Py is pressure in the fluid and o, is the normal stress in the formation.
o, and o are shear stresses.

There are four equations for the fluid-solid interface. The expression for the open
borehole case is as follows:

[mi]4,4 - [@ilaxs = [Bilas (2.15)

where [a;14x1 = [D, A, B, C, 17 and [b;]4x 1 is the source term. [mjjlaxa is given
in Appendix A.

The relationship between velocities of different modes and frequencies can be
determined by taking the determinant of [m;j]4x4 as zero. This approach is used to
calculate the modal dispersion which are shown throughout the book.

Waveforms can be obtained from the following equation,

+00 +o00
P(r,z,0,1) = / F(w)e " dw / P(w, k,)e'* 0 gk, (2.16)

—00 —00
where wavenumber k; is a complex variable. A few singularities exist in the complex
k, plane.
2.1.3.1 Waveform Calculations

The solution of Eq. 2.16 faces a challenge because of singularities along the complex
wavenumber integration path. There are two methods of performing the integration.
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First is the complex contour or branch-cut integrations (Tsang 1978; Paillet and
Cheng 1991). This method transfers the integration path to go around the singularities
(poles) in the complex wavenumber plane and then adds the contribution of poles
(i.e., residues). Then the last integral in Eq. 2.16 becomes,

+o0 . .
[ P(@,k)e™C0dk, =2mi Y Res[P(w, k)]

—00
: 4 : (2.17)
+ Y [ P(o. ke dk,
j=ps. s P

where “Res” is the residue of P(w, k.)e'*:2=%) for wavenumber k; at the /th pole.
The second term on the right is the contribution from the jth branch-line integral.

The integration involves the residues of the P- and S-wave branch points lying
on the lower Riemann sheet. It is helpful to calculate the contribution of each pole
individually because each singularity corresponds to a mode in the borehole.

The second method is the discrete wavenumber integration or real axis integration
method (Bouchon and Aki 1977; Tsang 1978; Schmitt and Bouchon 1985). This
method yields the full waveform by directly integrating Eq. 2.16 along the real axis
of k,. The singularities are avoided by introducing a small but finite imaginary part
to the wavenumber (or frequency) to move the path into the complex plane, and it
is no longer on the real axis. The introduction of the small imaginary wavenumber
results in some attenuation. This can be remedied by multiplying waveforms with an
appropriate exponential function.

2.1.3.2 Sources in a Borehole: Multipole Representation

The waves, generated by a point source located at (ry, 6, z9), include all modes,
such as monopole (n = 0), dipole (n = 1), quadrupole (n = 2), hexapole (n = 3), and
higher modes (e.g. Byun and Toks6z 2006; Chen et al. 2010). Placing receivers over
a range of azimuthal angles can be used to obtain individual modes. With a point
source at A and four receivers distributed at A (6 = 0°), B (6 =90°), C (6 = 180°),
and D (8 = 270°) (as shown in Fig. 2.2), one can obtain solutions for the monopole,
dipole and quadrupole modes by summing (adding) and subtracting the appropriate
contributions.

D0 =0)=M+D+0+e, (2.182)
GO =7/2) =M — Q +e, (2.18b)

@ =nm)=M—-D+Q +e, (2.18¢)
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Fig. 2.2 Source and receiver locations in a borehole

Op(@ =37/2) =M — Q +=¢, (2.18d)

where ® is potential and its subscripts A, B, C, and D are the receiver locations.
0 is the azimuth angle of the receiver relative to receiver A. M, D and Q are the
total potentials of monopole, dipole, and quadrupole modes. ¢ is the sum of higher-
order potentials. By adding and subtracting the potentials, given in Eqs. 2.18a, 2.18b,
2.18c, 2.18d the potentials for the monopole, dipole, and quadrupole waves can be
obtained,

M=o+ P+ Pc+ Pp
D=ad,— o . (2.19)
Q=04 —Pp+DPc—Pp

Higher modes, such as hexapole (n = 3) and octupole (n = 4), can also be calcu-
lated but require more azimuthal receivers. From Eq. 2.14, we determine the ampli-
tude of the point source as a function of ry. The wavefield outside the source sphere
increases when r increases. For the simulation of a multipole source in wireline
logging, we use rp = 0.02 m, the typical radius of an acoustic logging tool. However,
in the acoustic logging-while-drilling case, r is the outer radius of the drill collar
(approximately 0.09 m). Examples and more interpretations can be found in Fig. 6.5
and Sect. 6.1.

2.1.3.3 Source Time Functions

There are various source time functions used for synthetic waveform calculations.
The most used source functions are,
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(1) Cosine envelope function

1 2 T
f@) = §<l—cos7t> cosan()(t—E),Oftf T, (2.20)

where T is the width of the pulse and f, is the center frequency.

(2) Tsang and Rader source (Tsang and Rader 1979)

8awy (o + iw)

[(a +iw)? + a)(z)]2 ’

F(w) = (2.21a)

where w is the frequency. o and wg give the width and center frequency of the
spectrum. The function in the time domain is as follows:

F(t) = date " sin(wot). (2.21b)

(3) Ricker source (Aki and Richards 1980)
Time domain, f(t) = Ao(l — asz)exp(—asz/Z), (2.22a)

Frequency domain, F(w) = f2/fgexp(—f*/fs — i2n fty), (2.22b)

where a = 1.414x fo. A is the amplitude of the source. T =t — t, and t; = 1.5/f
(time delay). For most numerical simulations in this book, the Ricker source is used.

(4) Gaussian sources
The Gaussian sources consist of different types (Kelly et al. 1976; Stephen et al.
1985).

The first time function is

f(t) = —2aTe T, (2.23)

The frequency domain, F(w) = we (7 g Hwt’v) \/E . (2.24)
o

The first and second order derivatives are,

[0 = —2a(1 —2aT?)e T, (2.25)

f'(t) = 4a*(3T — 2aT3)e T, (2.25b)
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where « is the attenuation or the width parameter which equals to £(%/0.1512, and T
=t — t,. t; is a given time delay.

(5) Sweep frequency source (or linear chirp)

Time domain, f(¢) = sin((po + 27 (fo + Kt2/2)). (2.26)

This source is useful to generate a sweep of wide frequency range. The sweep
frequency goes from fj to f| in time T. Parameter «k is the rate of frequency change,
K= (f1 — fo)/T .

The spectra of different source functions are shown in Fig. 2.3. The start and
final frequencies in the sweep frequency source are 0 and 30 kHz. For other sources,
we set the center frequency at 10 kHz. The width of the pulse in the cosine enve-
lope function is 2 ms (milliseconds). Different source functions produce waves with
different frequency spectra.

In the discussions so far, the solution given by Eq. 2.16 is for a point source. To
obtain solutions for other source configurations, such as a ring or a line, F(w) in
Eq. 2.16 is replaced by F(w)U(k;,), where U(k;) is the space distribution function of
the source. For example, a distribution function of a line source with a height % is as
follows:

sin(k,h)

U(k,) =2z0———. 2.27
(k:) =220 ko (2.27)

Numerical methods for calculating synthetic waveforms include discrete
wavenumber (Schmitt and Bouchon 1985), finite difference (Cheng 1994), finite
element (Matuszyk and Torres-Verdin 2011; Wang et al. 2013b), and boundary
element (Charara et al. 2011) methods. In this book, we use the discrete wavenumber
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and finite difference methods. The finite difference method is described in
Appendix B.

2.1.3.4 Attenuation

The intrinsic or anelastic attenuation of the medium is generally expressed by the
quality factor Q. In wave propagation, attenuation can be incorporated using a
complex velocity (Aki and Richards 1980),

70 on

Vi) = Vol 1+ —log( 2 ) - 2.28
() = 0[ +—0g<—>—5], (2.28)

where V) is the velocity at a given angular frequency wy. Q is the quality factor. Actual
attenuation is proportional to 1/Q (see Toksoz and Johnston 1981). The higher the
Q, the lower the attenuation. The influence of Q on waveforms is investigated in
Fig. 2.5. Attenuation is not included in the synthetic waveform calculations in this
book unless specifically stated.

2.2 Wavefields in Fast Formations

A fluid filled borehole in a solid medium forms a strong waveguide. A wave generated
by a source in the fluid propagates inside the fluid and in the solid formation around
the borehole. Different modes are generated. Mode types depend on the properties
of the borehole fluid, surrounding formation, source type, and source frequency. To
demonstrate the effects of different parameters on waveforms, we use a standard set
of models for the calculations. For the formation velocities, we chose four models
(F1, F2, S1, and S2) that represent a suite of geological formations. Formations F1
and F2 are fast formations, which indicates that the S-wave velocity is greater than the
velocity of P-wave in the borehole fluid. The model parameters are listed in Table 2.1.
The borehole radius is 10 cm unless it is specifically stated. Borehole fluid (i.e., mud)
velocity and density are chosen to be 1500 m/s and 1000kg/m?, respectively.

Table 2.1 Elastic parameters of media in the open hole model

Media Vp (m/s) Vs (m/s) Density (kg/m3) Radius (mm)
Fluid 1500 0 1000 100

F1 4500 2650 2400 -

F2 3000 1800 2000 -

S1 2300 1000 2000 -

S2 2000 500 2000 -
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2.2.1 Monopole Source

2.2.1.1 Modes

The first case is a monopole source in a borehole in fast (Vs > Vf) formations. A
monopole source in a fluid-filled borehole in a fast formation generates four different
wave types propagating in and around the borehole: P, S, pR (pseudo Rayleigh), and
ST (Stoneley). Figure 2.4a shows an example of the synthetic full waveforms in
formation F1. Although advanced sonic logging tools are designed by including
structure detail in numerical simulations, in this chapter the tool is simplified as a
point source because the tool effect may be equivalent to a smaller borehole radius
(Cheng and Tokso6z 1982). The P-wave, the first arrival, has the smallest amplitude
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and the amplitude decreases with the increasing source-receiver distance. The S-
wave refracted along the borehole is the second arrival in the waveform. The ST
wave has a low frequency and it is not easy to attenuate with the source-receiver
distance. The pR waves, following the S arrival, are long and dispersed waves with a
wide range of phase and group velocities. A detailed display of the waveforms for an
array receiver with 3 m T-R (source-receiver distance) and 0.15 m receiver spacing is
shown in Fig. 2.4b. Here attenuation is not considered in the calculation. To illustrate
attenuation on the waveforms, Fig. 2.5 shows the waveforms in formation F1 with
different attenuation values. The Q values for fluid, P, and S velocities are listed
on each trace. A larger Q indicates a smaller attenuation, which produces a lager
amplitude.

Figure 2.6 shows the dispersion curves of the three pR modes and ST. The thick
curves are the phase velocities and thin curves are the group velocities. pR consists
of multiple modes. Only the group velocity of the fundamental pR mode is plotted.
At the lowest frequency, the pR velocities approach the formation S-wave velocity.
The group velocity (thin curve) slope is steep and covers a wide velocity range. An
Airy Phase, marked with an ellipse, has a velocity slower than the fluid wave velocity
or ST wave velocity. The pR behind the ST wave in Fig. 2.4 is the Airy phase. The
duration of pR waves is long and dominates the wave train. The pR waves have a
low frequency cutoff (or low frequency limit). Each pR mode has its own cutoff
frequency. pR modes do not exist below the cutoff frequency. Velocity at the cutoff
frequency is the formation S-wave velocity. The ST wave exists at all frequencies,
with no cutoff frequency, and exhibits a slight dispersion. The ST wave velocity
increases as frequency increases to approximately 0.95 V¢ at high frequencies. The
group velocity of ST wave is slightly larger than its phase velocity.

The entire wavefield inside and around the borehole is calculated by the finite
difference code (Appendix B). The total wavefield snapshots are shown in Fig. 2.7.

Fig. 2.5 Monopole Qp = Qs = 10 T ‘

waveforms with different Q 4 Qf =50 \/ Py
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(F1), a 10-kHz source
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3 m. Borehole radius is 0.1 m

Qf =100

Qp =Qs =100
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The P-wave in the formation propagates as a head wave (marked as P in Fig. 2.7a),
as does the S-wave. The maximum amplitude of the P-wave inside the borehole is at
the borehole center (Fig. 2.7b). The pR waves propagate as dispersed waves guided
by the borehole. The maximum amplitude is located at the borehole center, and the
absolute value of the amplitude outside the borehole decreases exponentially away
from the borehole wall (Fig. 2.7c). The ST mode arrives in the middle of the dispersed
pR waves (Fig. 2.7a). It has the slowest phase velocity. Its amplitude decreases with
distance away from the borehole wall, both inside and outside of the borehole. The
maximum absolute value of the amplitude is at the borehole wall.

The waves in a borehole in formation F2 with slightly lower velocities, are
displayed in Fig. 2.8. The ST stands out with the largest amplitude. The pR waves
are not as strongly dispersed as in the F1 formation case, and the Airy Phase is no
longer the last arrival. This illustrates the sensitivity of dispersed waves to formation
velocities.

2.2.1.2 A Note on Stoneley Waves

Stoneley (ST) waves, sometime referred to as tube waves, are the most common
waves in the borehole. There are mainly four mechanisms for generating ST waves
(Cheng and Toksoz 1982; Li et al. 2017). The most efficient source for ST waves is a
monopole source in the borehole. Other sources are: surface waves crossing the well
head and scattered into the borehole (Hardage 1981); and body waves impinging on
the heterogeneous borehole, especially at “borehole washouts” or fractures (Huang
and Hunter 1980; Peng and Toks6z 1992; Bakku et al. 2013).

A schematic diagram of the particle motion of the ST wave is shown in Fig. 2.9
(Cheng and Toksoz 1982). There is no radial displacement at the borehole center and
the particle motion is rectilinear along the borehole axis. More radial displacement
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Fig. 2.7 Snapshot and amplitudes of different waves as a function of radius. a Snapshot at 1 ms
for the monopole source (10 kHz) in formation F1. b—d Amplitude of waves as a function of radial
position at a fixed source-receiver distance for b P, ¢ S and pR, and d ST. Borehole radius is 100 mm
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appears at the borehole wall. For a typical borehole, ellipticity depends on frequency
and formation S-wave velocity.

2.2.1.3 Factors that Influence the Different Modes

Borehole Radius

pR waves are the guided waves related to the reflections from the borehole wall. The
borehole radius, and formation velocities, are the primary factors that control pR
waves. The cutoff frequency of the fundamental pR mode decreases when borehole
radius increases, as shown in Fig. 2.10a. This produces an approximate equivalence
between the cutoff frequency and borehole radius (Cheng and Toks6z 1980, 1981;
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Fig.2.9 Schematic diagram of the particle motion of the ST wave in the borehole fluid and formation

(Modified from Fig. 6 in Cheng and Toksoz (1982))
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Fig. 2.10 Phase velocity dispersion curves for various borehole radii in formation F1. a Funda-
mental pR wave. b ST wave. The formation properties are given in Table 2.1

Paillet 1981). The effect of borehole radius on the ST mode is very small. The ST wave
velocity slightly increases when borehole radius increases (as shown in Fig. 2.10b).
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Fig. 2.11 Waveforms (3 m offset) at different source frequencies. Each waveform is normalized
by their maximum amplitude (listed on each plot). a Formation F1. b Formation F2. Formation
properties are given in Table 2.1

(a) - - - - - (b)1.5

26" \ i

1.8 km/s
-« 2.2 kmis
265 km/s|

24

p
L]

Velocity (km/s)
Velocity (km/s)

. Vp=45kmis

S 10 15 20 25 30 5 10 15 20 25 30
Frequency (kHz) Frequency (kHz)

Fig. 2.12 Phase velocity dispersion curves of pR and ST modes for various formation velocities.
Formations with Vp of 4500 m/s and various Vs. a Fundamental pR mode. b ST wave

Source Frequency

The frequency of a monopole source significantly affects waveforms in fast forma-
tions. The waveforms, at 3 m offset at different source frequencies, are shown in
Fig. 2.11a (formation F1) and 2.11b (formation F2), where the amplitude of each
waveform is normalized by its maximum value (listed on each plot). Different modes
are marked in the plots. The arrival times of P- and S-waves are also marked. It is
obvious that a high source frequency enhances the excitation of the P, S, and pR
waves. Low frequency source enhances the ST wave.

Formation Velocities

Lowering the formation S-wave velocity with a fixed Vp results in a higher cutoff
frequency for the pR waves and a lower velocity for the ST wave (Fig. 2.12). The
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Fig.2.13 Waveforms at 10 kHz with various formation velocities. a Formations with Vp of 4500 m/s
and various Vs. b Formations with Vs of 1800 m/s and various Vp

relationship between the cutoff frequency and S-wave velocity is a linear function.
The changing P-wave velocity changes the guided modes very little when the S-wave
velocity is constant.

The waveforms (10 kHz source center frequency) with various formation veloci-
ties are shown in Fig. 2.13. Formations with low S-wave and large P-wave velocities
generate obvious P- and S-waves. Only the S-wave velocity affects the pR waves.

2.2.2 Dipole Source

2.2.2.1 Modes

To measure S-wave velocities, a dipole source can be used to generate shear motion
(White 1967; Kitsunezaki 1980; Zemanek et al. 1984). A dipole source generates a
flexural motion of the borehole wall.

Figure 2.14 shows the phase velocity dispersion curves (formation F1) of the
fundamental (marked as 0) and higher-order flexural modes (marked as 1, 2, and 3).
All flexural modes exhibit normal dispersion where the phase velocity is equal to
the formation S-wave velocity at the low frequency limit, and to fluid wave velocity
at high frequency. The group velocity curve shown for the fundamental mode has
an Airy phase, and this would be the last arrival (Fig. 2.15). A dipole source also
generates a weak P-wave that rapidly attenuates (Fig. 2.15a).

For a formation with a lower velocity, F2 in Table 2.1, the dispersion curves are
different from those of formation F1. Figure 2.16 shows the phase velocity dispersion
curves. Although the cutoff frequency of the fundamental mode (marked 0) is similar
to that in formation F1, the flexural wave velocity at high frequency is lower than
the fluid wave velocity. The higher modes have larger cutoff frequencies than those
in formation F1. The seismograms in Fig. 2.17 show two flexural modes. The Airy
phase of the flexural wave is not as prominent as in formation F1. This is similar
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Fig. 2.15 Dipole waveforms in a fast formation (F1 in Table 2.1). a Waveforms with a dense
receiver array (interval of 0.01 m). b Array waveforms

to the monopole case, where the Airy phase of the pR wave is strong in formation
F1 but weak in formation F2. Another difference between formations F2 and F1 is
that leaky P-waves are observable in formation F2. It is not surprising that a dipole
source in a cylindrical borehole generates some P-waves.

Waves inside the borehole are illustrated by a snapshot and cross section of pres-
sure (summation of normal stress) shown in Fig. 2.18a. The dipole polarization
direction is along the x-axis in the figure. White star at x = 0 m, z = 0 m marks the
center of the dipole source. The snapshot clearly shows the small amplitude P-wave
in both formation and borehole. Two white lines mark the borehole wall. The small
amplitude in the borehole illustrates the small amplitude leaky P wave acquired by
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Fig. 2.16 Dispersion curves of the flexural wave in fast formation F2 in Table 2.1
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Fig. 2.17 Dipole waveform in formation F2 in Table 2.1. a Waveform section with a dense receiver
array (interval of 0.01 m). b Array waveforms. P-wave is amplified 20 times. O in the figure is the
fundamental flexural mode

the centralized array receiver. The amplitude distribution of dipole induced leaky
P-waves at z = 3.546 m (Fig. 2.18b) is antisymmetric about borehole center. Behind
the weak leaky P mode, the flexural modes with much larger amplitude arrive. The
maximum amplitude is at the borehole wall (Fig. 2.18c). Amplitude rapidly decreases
outside of the borehole. A low frequency source provides deeper penetration into the
formation. In the borehole fluid, the maximum amplitude appears at 0.04 m away
from the borehole center.
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2.2.2.2 Factors that Influence the Modes
Source Frequency

Dispersion curves, in Figs. 2.14 and 2.16, show that the higher modes have higher
cutoff frequencies than the fundamental mode. This indicates that the source
frequency is a factor that controls the mode excitation. The waveforms, at 3 m offset
(source-receiver distance) at different source frequencies, are shown in Fig. 2.19a
(formation F1) and 2.19b (formation F2).

Figure 2.19 indicates that there is only the fundamental flexural mode (marked
as 0) when the source frequency is low (below 3 kHz). Higher modes appear when
the source frequency increases. The amplitudes of the waveforms increase with the
source frequency, and fundamental flexural mode is the maximum in each wave train.
A higher source frequency excites a stronger P-wave.

Formation Velocities and Poisson’s Ratios

Comparing the waveforms for formations F1 and F2 shown in Fig. 2.19a and 2.19b,
decreasing the formation waves’ velocity increases the amplitude of the P-wave.
Figure 2.20 shows that lowering the S-wave velocity (with a fixed Vp) results in
a lower cutoff frequency (frequency where phase velocity equals formation S-wave
velocity) and decreases the dispersion of the fundamental flexural mode (Fig. 2.20a).
Changing P-wave velocity slightly affects the flexural modes (Fig. 2.20b) when S-
wave velocity is fixed. The lower P-wave velocity slightly increases the dispersion of
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Fig.2.21 Waveforms at 10 kHz with various formation velocities. a Formations with Vp of 4500 m/s
and various Vs. b Formations with Vs of 1800 m/s and various Vp

the fundamental mode. This is similar to the influence of density, in which a formation
with a low density generates a more dispersive fundamental flexural mode.

In summary, the S-wave velocity primarily controls the cutoff frequency,
dispersion, and number of flexural modes.

Waveforms (a 10-kHz source frequency) with various formation velocities are
shown in Fig. 2.21. A formation with low S-wave and high P-wave velocities (large
Poisson’s ratio) generates large leaky P-waves.

The borehole radius also affects the modes. Increasing the radius moves the flex-
ural mode to a lower frequency. This is similar to the case of pR modes, discussed
earlier.

2.2.3 Field Data in Fast Formations

In this section, we show some field data to illustrate the characteristics of monopole
and dipole logs in a borehole surrounded by a fast formation. The iso-offset monopole
and dipole waveforms are shown in Fig. 2.22. For the monopole measurement, the
source frequency is 10 kHz, and offset from the source to the nearest receiver is
11 ft (3.35 m). For the dipole measurement, the source frequency is 4 kHz and the
source-receiver offset is 10.25 ft (3.12 m).

The P, S, pR, and ST waves, in the monopole data, are identified and marked on
the figure. The amplitude of the P-wave is smallest. The formation waves’ velocity
varies slightly at different depths, affecting the waveforms. The P and pR waves are
affected most strongly. ST is least affected. A weak reflected ST wave can be seen
at depth range from 3924 to 3928 m. This corresponds to a borehole wash out.

For the dipole waveforms, the arrival time of the flexural wave is almost the same
as that of the S arrival in Fig. 2.22a. The highly dispersive fundamental mode is
responsible for the long duration of the flexural wave. There are also some higher
flexural modes.
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Fig. 2.22 Field examples of the monopole (left) and dipole (right) measurements in a borehole
surrounded by fast formations. The source frequency of the monopole tool is 10 kHz. The waveforms
for a fixed source-receiver offset (11 ft, 3.35 m) are shown as a function of depth. The source
frequency of the dipole tool is 4 kHz. The waveforms for a fixed source-receiver offset (10.25 ft,
3.12 m) are shown as a function of depth

To observe the detail of the waveforms, the array waveforms at depth of 3922 m
are shown in Fig. 2.23. From the monopole array waveforms, the arrival times of
P, S, and ST modes can be picked. The P-wave has a small amplitude as expected.
The ST wave has a large amplitude and low frequency. The dispersive pR waves,
following the S arrival, are clearly observed. The dipole array waveforms are shown
in Fig. 2.23b.
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Fig. 2.23 Array waveforms at depth of 3922 m. a Monopole data. b Dipole data

2.2.4 Quadrupole Source

A quadrupole source, shown in Fig. 2.2d, generates the purest form of S-waves and
gives the exact value of S-wave velocities at the cutoff frequency.

Figure 2.24 shows the dispersion curves and waveforms of quadrupole measure-
ments for two fast formations. Velocity at the cutoff frequency is exactly that of the
formation S-wave velocity. A clear difference between the quadrupole and dipole
wavefields is that there is no P mode generated by a quadrupole source, and the
amplitudes of the quadrupole waves are lower than those of the dipole waves. The
dispersion curves in Fig. 2.24a show that a low source frequency (e.g. approximately
4 kHz) generates only the fundamental quadrupole (or “screw”) mode propagating
with the formation S-wave velocity at the low frequency limit.
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2.3 Wavefields in Slow Formations

2.3.1 Monopole Source

2.3.1.1 Modes

Slow formations are widely encountered in shallow, offshore environments, in shales,
and in semi-consolidated silts and sands. A number of studies have investigated waves
in slow formations (Cheng and Toks6z 1981; Chang and Everhart 1983; Tichelaar
and van Luik 1995). Monopole sources in slow formations, when Vs < Vf, generate
only the leaky P and Stoneley waves.

Figure 2.25 shows the dispersion curves for two slow formations (S1 and S2 in
Table 2.1). Figures 2.26 and 2.27 show the waveforms. There are only two waves:
leaky P and ST, and both are dispersive. There are no pR waves. The phase velocity of
the leaky P mode goes to the borehole fluid wave velocity at the high-frequency limit
and to formation Vp at the low frequency cutoff. The formation P-wave velocity can
be determined from the leaky P mode when the tool frequency is low—approximately
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2 kHz (Hornby and Pasternark 2000). The influence of the source frequency on
waveforms is discussed in detail later in this chapter.

The ST wave on the seismograms are small because of the high source frequency
(10 kHz). The ST wave velocity ranges from the formation S-wave velocity at low
frequency and decreases slightly at high frequency (Fig. 2.25). The zero frequency
ST wave velocity is given by Biot (1952) and White (1965) as,

Vi = ——— (2.29)
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When S-wave velocity is very low (Vs < 0.7 Vf), the amplitude of the ST wave
becomes very small, making the S-wave velocity determination difficult (Cheng and
Toksoz 1982).

In a borehole in a slow formation, a strong Mach wave with a conical wavefront,
propagates with an apparent S-wave velocity (Cheng et al. 1992). Pressure distri-
butions of different modes in formation S1 are given by the wavefield snapshot in
Figs. 2.28a (10 kHz) and 2.29 (2 kHz).

Figure 2.28a shows the snapshot of the wavefield illustrating the clearly separated
leaky P and ST waves. The amplitude distributions of the different modes along the
borehole radial direction are also shown in Fig. 2.28. The amplitudes of leaky P modes
decrease with the distance from the borehole wall. The rapidly decreasing amplitude
of the leaky P limits the depth of investigation in slow formations. Although most of
the energy of the ST is trapped in the borehole, the leakage of the ST wave propagates
as the moving source to radiate the Mach wave. The wave front of the Mach wave
is not obvious in Fig. 2.28a due to the high frequency. In Fig. 2.29, the Mach wave
becomes apparent at lower frequency (2 kHz).

2.3.1.2 Factors that Influence the Modes
Source Frequency

As we mentioned in Sect. 2.3.1.1, frequency is critical for both leaky P and ST modes
generation. A low frequency source generates large ST and small leaky P-waves.
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Borehole Radius

Here we show the effects of borehole radius by calculating synthetics. An example is
shown in Fig. 2.30. Note the maximum amplitudes listed above each trace. Similar
to the effect of borehole radius on the dispersion curves of the pR modes in the fast
formations (Fig. 2.10), a large borehole radius moves the dispersion curves of the
leaky P modes to a low frequency range. It increases the amplitudes of leaky P modes
(compare leaky P waveform at the radius of 100 and 120 mm in Fig. 2.30). The ST
amplitude increases slightly when radius increases.

Formation Velocities and Poisson’s Ratios

The dispersion of the leaky P modes is affected by P-wave velocity when the S-wave
velocity is constant. The leaky P dispersion curves move to lower frequencies when
the formation S-wave velocity decreases, as shown in Fig. 2.31. The ST dispersion
curves are almost flat and velocities decrease with the decreasing S-wave velocity.
Figure 2.32 shows the effects of varying P and S velocities on the waveforms
at source frequency of 2 kHz. Leaky P modes in a formation of large Poisson’s
ratio include more modes and larger amplitude than when Poisson’s ratio is smaller.
The amplitude and dispersion of leaky P-waves may be used for S-wave velocity
determination in cases when S-wave velocities are very low (Toksoz et al. 1984b).
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formation velocities, and Poisson’s ratios (o) are listed on the plots. Box in b shows the time window
containing the leaky P

2.3.2 Dipole Source

2.3.2.1 Modes

The dispersion curves and waveforms for dipole sources in two slow formations are
shown in Figs. 2.33, 2.34 and 2.35. The S-wave velocity in the slow formation is
difficult to determine from monopole measurements. A dipole source that gener-

ates flexural waves works much better than a monopole source for S-wave velocity
determination.
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Fig. 2.34 Dipole waveforms in a slow formation (S1 in Table 2.1) with a 10-kHz source frequency.
a Dense display. b Selected array waveforms

Leaky P-waves are efficiently generated by a high-frequency monopole and dipole
source. Velocity of the leaky P wave reaches the formation Vp at the cutoff frequency
and decreases to the fluid wave velocity at high frequency. The formation flex-
ural mode has the S-wave velocity at a cutoff frequency (approximately 2 kHz).
It is possible to obtain Vp from the leaky P and Vs from flexural waves at their
cutoff frequencies. However, the flexural waves have small amplitudes in very slow
formations.

A wavefield snapshot is shown in Fig. 2.36 for formation S1. In the 3DFD simu-
lation, the dipole source is polarized along the x direction, and the wavefronts of
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Fig. 2.36 Dipole wavefield snapshot at 1.8 ms (10 kHz) in the formation S1

the leaky P-waves from 1.5 to 3.3 m along the z direction (borehole axial direction)
exhibit dipole characteristics of antisymmetry about the x-axis.

2.3.2.2 Factors that Influence the Modes
Source Frequency

Waveforms in Fig. 2.37 illustrate a high source frequency, which generates strong
leaky P and weak flexural modes. The leaky P-waves are suppressed if the source
frequency was below the cutoff frequency. A low frequency source generates large
flexural and weak leaky P-waves. One can utilize a low frequency dipole to measure
the S-wave velocity in slow formations. In the very slow formation, such as formation
S2, it is possible to utilize the weak leaky modes at low frequency (Fig. 2.37b) to
determine the formation P-wave velocity.

Borehole Radius

The effect of the borehole radius on the dispersion curves of the leaky P modes is the
same as that in the monopole case, i.e., a large borehole radius moves the dispersion
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curves to a lower frequency and increases the amplitude. It decreases the relative
amplitude of the flexural wave (Fig. 2.38a).

Formation Velocities and Poisson’s Ratio

The influence of the formation velocities on the dispersion curves is similar to those
in the monopole case except for the influence of the formation S-wave velocity on the
flexural cutoff frequency. See Fig. 2.39 for example waveforms. The cutoff frequency
of the flexural wave decreases with decreasing S-wave velocity. This indicates that
a low source frequency is needed to measure S-wave velocity in a formation with
very low S-wave velocity.

In formations with large P-wave and small S-wave velocities, corresponding to
a large Poisson’s ratios, there are large leaky P and small flexural waves. However,
when the source frequency is low, the amplitude of the flexural wave is not strongly
affected, but the leaky P is suppressed. Therefore, it is possible to use a low frequency
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dipole to measure both formation P- and S-wave velocities from leaky P and flexural
waves with a dispersion correction (Tichelaar and van Luik 1995). The dispersion
correction methods will be discussed in Chap. 3.

2.3.3 Quadrupole Source

2.3.3.1 Modes

Quadrupole sources generate two modes, leaky P and screw (or formation
quadrupole) waves in both formations S1 and S2. The leaky P exhibits strong
dispersion (see Fig. 2.40) and has a higher cutoff frequency and a larger ampli-
tude (Figs. 2.41 and 2.42) than the leaky P modes in the monopole and dipole cases.
The screw wave has a weaker dispersion than the ST and flexural modes in slow
formations. The pressure snapshot (Fig. 2.43) illustrates the amplitude distribution
of the leaky P and screw modes. The amplitude distribution along the borehole radial
direction of the leaky P (not shown) is different from that in the monopole and dipole
cases.

2.3.3.2 Factors that Influence the Modes
Source Frequency
Similar to the monopole and dipole cases, a high-frequency quadrupole source excites

strong leaky P and weak screw modes (Fig. 2.44a), although the maximum amplitudes
of the waveforms at different frequencies are smaller than those in the monopole and
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Fig. 2.41 Quadrupole waveforms in a slow formation (S1 in Table 2.1) with a 10-kHz source
frequency. a Dense display. b Selected array waveforms

dipole cases. The screw mode can still be discerned at 10 kHz in formation S1.
However, the influence of the source frequency on the screw wave in formation S2
(Fig. 2.44b) is more severe than that in formation S1. Conversely, the leaky P in
formation S1, decreases more rapidly with the increasing source frequency than that
in formation S2. These characteristics are similar to the dipole case in Fig. 2.37.
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b Formation S2

Formation Velocities and Poisson’s Ratio

The influence of the formation velocities on the dispersion curves are similar to those
in the dipole case. The only difference is that the cutoff frequencies of leaky P and
formation screw modes in the quadrupole case are higher than those of the leaky P
and flexural modes in the dipole case. The effects of formation waves’ velocity on
the waveforms are shown in Fig. 2.45. Similar to the monopole and dipole cases,
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the formation with a large Poisson’s ratio generates good leaky P and a small screw
mode. The two modes are discernable even in a formation with very large Poisson’s
ratio (0.4752 for a formation of Vp = 2300 m/s, Vs = 500 m/s) when the source
frequency is low (Fig. 2.45d). Therefore, it is possible to utilize a low frequency
quadrupole tool to measure both P- and S-wave velocities in a very slow formation.

Borehole Radius

The dispersion curves for monopole, dipole, and quadrupole sources in an enlarged
borehole (radius of 120 mm) surrounded by formation S1 are shown in Fig. 2.46.
Comparing Fig. 2.46 with Fig. 2.40 shows that a large borehole radius moves the
dispersion curves of the leaky P modes towards the lower frequency. This is similar
to the monopole and dipole cases. The dispersion curve of the screw mode is



2.3 Wavefields in Slow Formations 55

differently affected. Its relative amplitude becomes smaller when borehole radius
increases and makes it unidentifiable at a high source frequency (Fig. 2.46 right).
The quadrupole source has the higher cutoff frequency for both the leaky P and
screw waves. A low frequency quadrupole tool would be the best choice for velocity
measurements in a slow formation. The second choice is the low frequency dipole
tool as described by Tichelaar and van Luik (1995).

2.3.4 Field Data in Slow Formations

Similar to Sect. 2.2.3, the field examples of monopole and dipole data in a slow
formation are shown in Fig. 2.47. The tool configurations and source frequencies
are the same as those in Sect. 2.2.4. In the monopole data, the dispersive leaky P-
wave is strong while the ST wave is nearly invisible because the source frequency of
the monopole tool is high (10 kHz). The P-wave velocity obtained from leaky P is
approximately 2500 m/s. For the dipole data, both leaky P and flexural modes can be
observed. These two modes are strongly dispersive. The leaky P-wave is mostly in
the high frequency range. The lower frequency flexural wave has larger amplitude.
The S-wave velocity obtained from flexural wave is approximately 1100 m/s. The
waveforms from 1273 to 1277 m depth are different from other depths. The ST and
flexural waves are strong. The reason is that the zone is saturated with gas and its
Poisson’s ratio is smaller than at other depths.

The monopole and dipole array waveforms at 1285 m are shown in Fig. 2.48a and
b, respectively. Leaky P in the monopole array waveforms is dispersive and strong.
The ST is small and has low frequency. There are multiple modes in the leaky P part.
The flexural wave is clear and is dispersed in the dipole data.

Cross-dipole measurements (Fig. 1.6) were conducted in this section for forma-
tion anisotropy determination (Fig. 2.49). The data acquisition depth is from 1262 to
1318 m (Track 2). The waveforms are displayed at every 4.5 m. Track 1 shows the
orientation of the X-dipole (solid) and borehole diameter (dashed). Track 3 shows the
waveforms at inline receivers (XX and YY). There are two waves: leaky P at 1400 s
as the first arrival and formation flexural wave. Track 4 shows the slowness (reciprocal
of velocity) measured from the XX waveforms. The leaky P-wave slowness (black
curve) is between 100 and 120 ps/ft. The slowness of the S-wave is approximately
280 ws/ft (blue curve). The S-wave velocity is lower than the borehole fluid wave
velocity (slowness of 185 ws/ft). The crossline waveforms (XY and YX) are shown
in Track 5. Track 6 shows the magnitude of the anisotropy obtained from the cross-
dipole measurements. Track 7 is the inverted azimuth of the fast S-wave with respect
to the orientation of the X-dipole (blue curve) and to the north (red curve). Track 8
shows the principal fast (black curve) and slow S (red curve) waves after removing
the leaky P-wave. Results show that a strong and stable anisotropy appears at depths
from 1280 to 1300 m with an average magnitude of 8%. The average azimuth of the
fast S-wave is 85° East of North. The anisotropy is also strong at depths from 1262
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Depth (m)

Fig. 2.47 Monopole (left) and dipole (right) measurement in a borehole surrounded by a slow
formation. The source frequency of the monopole and dipole tools are 10 and 4 kHz, respectively.
The waveforms at the first receiver (11 ft offset, 3.35 m) at different depths are shown for the
monopole case. The waveforms at the first receiver (10.25 ft offset, 3.12 m) at different depths are
shown for the dipole case

to 1273 m. The average anisotropy magnitude is 10% and the average azimuth of the
fast S-wave is 130° East of North.
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Fig. 2.48 Array waveforms at depth of 1285 m. a Monopole data. b Dipole data
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Fig. 2.49 Sample waveforms, velocity analysis, and anisotropy inversion from cross-dipole
measurement in a well at depth from 1262 to 1318 m. Well is the same as the one whose waveforms

are shown in Fig. 2.47
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2.4 Summary

This chapter covered the fundamental aspects of seismic/acoustic wave propagation
in a borehole. Synthetic waveforms and dispersion curves were used to demon-
strate the effects of the formation velocities, borehole radius, source type, and source
frequency on different modes. Field data examples in different formations were also
presented. The main conclusions are,

ey

@

In a borehole in a fast formation, different sources generate different waves.
A monopole source generates P, S, pseudo Rayleigh (pR), and Stoneley (ST)
waves. The pR and ST waves are affected by the borehole radius, source
frequency, and formation velocities. A dipole source generates leaky P and
flexural waves. The leaky P-waves are very small and are only generated at
high frequencies. A quadrupole source generates a formation quadrupole (or
“screw”’) wave. Both flexural and quadrupole waves reach the S-wave velocity
at their cutoff frequencies.

In a borehole in a slow formation, where Vs < Vf, there are two types of waves:
leaky P-waves and S-related waves (ST in monopole, flexural in dipole, and
screw in quadrupole). They are affected by the source frequency and formation
Poisson’s ratio. The leaky P-waves at low frequency can be used to determine
the P-wave velocity. The S-related modes, including ST, flexural, and screw, are
only affected by the formation S-wave velocity.



Chapter 3
Data Processing Methods for Borehole oo
Acoustics

Borehole acoustic data need to be processed to determine the formation waves’
velocity. Here we present some of the most commonly used methods to extract the
different modes and to determine the formation velocities. In the early history of
acoustic logging, where there were a few receivers in the array, the arrival times
were used for velocity determination. With digital recording and expanded arrays,
elaborate methods were developed. In this Chapter, several of the most commonly
used methods are discussed. In Sect. 3.1, velocity determination methods in the time
domain are discussed. In Sect. 3.2, the methods for extracting the dispersion features
of different modes in the frequency domain are covered. These methods are based
on parametric spectrum estimation and include extended Prony’s method (EPM) and
Forward/Backward Averaging Matrix-Pencil (FBAMP) method. The nonparametric
spectrum estimation methods, including Weighted Spectrum Semblance (WSS),
Filtered Frequency Semblance (FFS), and Amplitude and Phase EStimation (APES),
are presented in Sect. 3.3. Synthetic and field data are used to illustrate the features
of different data processing methods.

3.1 Time Domain Velocity Determination

3.1.1 Traditional Methods

Information extracted from borehole waveforms includes the arrival times, P- and
S-wave velocities and attenuations. In acoustic logging, typically a receiver array
with fixed interval between receivers is used. Velocity along the borehole axis was
initially obtained by determining the time delays at different receivers. Figure 3.1
shows array waveforms in formation F1 (see Table 2.1). The arrivals of different
modes are marked with circles. Table 3.1 lists the picked arrival times. Velocities
can be obtained from a time-distance plot. The velocities, for P, S, and ST waves are
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Fig. 3.1 Monopole array waveforms in formation F1 (see Table 2.1). Circles are picked arrival
time for different modes

Table 3.1 Parameters for the

LWD model Tp., Ts, and Tsy Offset (m) Tp (ms) Ts (ms) Tst (ms)

are picked arrival times for P, 3 0.9277 1.46 2.178

S, and ST waves 3.15 0.957 1.519 2.29
33 0.9912 1.572 2.388
3.45 1.025 1.631 2.495
3.60 1.06 1.689 2.593
3.75 1.094 1.743 2.695
3.90 1.128 1.802 2.803
4.05 1.162 1.86 2.896

4495 m/s, 2630 m/s, and 1468 m/s, respectively. P and S velocities are close to the
true velocities of the model (Vp = 4500 m/s, and Vs = 2650 m/s).

Currently, a commonly used method for array processing to improve velocity
estimation is the velocity-time semblance or the slowness-time coherence (STC),
which are based on cross-correlation (Kimball and Marzetta 1984). Let us assume
there are N receivers in the array located at distance of z;, z» ... zy from the source
along the borehole axis. There are p (p < N) modes in the waveform. The waveform
at the receiver 1 (at distance of z; from the source) can be expressed by,

p .
Ri(t—7) = Zs{(z - 1),

j=1

3.D
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where 7, is the arrival time of mode j at receiver 1. SG corresponds to different modes
at receiver 1, such as, P, S, pR, and ST. The waveform at receiver m (1 <m < N) is
as follows:

P
T — A = i(f g i~

R, (t — 7 — Af) = ; S (: T v ) (3.2)

where At is the time delay and it is different for different modes. If the interval

between any two adjacent receivers is constant, equal to d, then z,, — z; = (m — I)d.

The time delays can be obtained from the cross-correlation of the waveforms at two

or more receivers:

2
At [fozl Rt — 17 — At)] dt
NN o R, (f — T — APt

p(Vj. 1)) = (3.3)

where T, is the time window of the anticipated duration of the mode. A portion of, or
the entire, waveform can be spanned by the windows with different slopes (V;) in a
specified velocity range and different arrival time 7, to obtain a series of coherences
p(V;, ;) ranging from O to 1. Figure 3.2a, b illustrate the window spanning and
corresponding coherences on the array waveforms.

The projection of the corresponding coherences on the 2D time-velocity plane is
shown as a “correlogram”. The contour plot of the correlogram is shown in Fig. 3.2c.
The arrival time and velocity of the modes can be obtained by finding the peak
semblance values. In practice, the process is converted to find the maximum value of
coherence in the projection of the 2D contour plot on the velocity axis (as shown in
Fig. 3.2d). The arrival time T; can be determined by searching the corresponding V;
and p(Vj, 1) in the contour plot. In practice, the reciprocal of the velocity, slowness,
is used to cover a large range of formation velocities.

The semblance method presented in Eq. 3.3 is very robust and can work with
multiple wave types and with weak arrivals, giving reliable results if the recorded
waves are not dispersed.

Figure 3.3 shows monopole and dipole field data acquired in a fast formation. The
velocity and arrival of P, S, and ST waves can be obtained from the velocity-time
semblance plot, in Fig. 3.3c, for monopole waveforms. The velocities of P, S, and ST
waves are 7160, 3865, and 1395 m/s. For the dipole data, in Fig. 3.3d, there are two
high coherence areas because the dispersive flexural wave has a large velocity range.
The first one, close to 3865 m/s, is the low frequency component of the flexural wave.
The velocity is close to the S-wave velocity, marked with a dashed line. The second
one, a lower velocity and large arrival time peak, is the high-frequency component
of the flexural wave. The velocity ranges from 3865 m/s to 2285 m/s. This agrees
with the dispersion characteristic of the flexural waves in a fast formation.

Figure 3.4 shows the monopole and dipole waveforms acquired in a slow forma-
tion. The velocity-time semblance results are also shown. The velocities, obtained
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Fig. 3.2 The application of the velocity-time coherence method for the simulated monopole array
waveforms in fast formation F1 in Table 2.1. a Synthetic monopole array waveforms. P, S, ST,
and pR modes are marked with rectangles of different slopes. b Calculated coherences of different
modes in a. ¢ Projection of b in time-velocity plane. d Velocity determination according to the
maximal coherence

from the monopole data in Fig. 3.4c, are 2500 m/s and 940 m/s for P and ST veloc-
ities, respectively. Because there is no refracted S-wave in the slow formation, the
S-wave velocity cannot be obtained in Fig. 3.4c. The S-wave velocity, obtained from
the flexural wave in the dipole log data shown in Fig. 3.4d, is 1115 m/s. The P-wave
velocity obtained from monopole data is marked by a dashed line in Fig. 3.4d.

It is clear that if the waveforms are highly dispersive, such as the leaky P-wave in
Fig. 3.4d, the peak value of the coherence is located at the velocity of the Airy phase
(see definition in Sect. 2.2.1) of the dispersion curve. In this case, the semblance
velocities should be corrected for the dispersion effect. This leads to the dispersive
velocity-time semblance method (Kimball 1998) where dispersion curves are calcu-
lated using inputs, such as borehole radius, formation velocities, fluid wave velocity,
and densities of fluid and formation. In field applications, it may be difficult to calcu-
late precise dispersion curves because of the unknown or uncontrollable parameters
such as the variation of the borehole fluid properties, tool eccentering, and borehole
breakouts.
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Fig. 3.3 Field data examples in a fast formation. a Monopole data. b Dipole data. ¢ Velocity-time
semblance for monopole data. d Velocity-time semblance for dipole data. The calculated P and S
velocities, as shown in ¢, are 7160 m/s and 3865 m/s. The S velocity is marked with a dashed line
ind

3.1.2 Time Semblance with Multiple Scale Wavelets

Because the velocity of each mode varies with frequency, a multiple scale semblance
method that combines the multiple scale wavelet transform and the time semblance
methods can be used to determine the formation velocities (Li et al. 2016). The
dual tree complex wavelet transform (DTCWT) was introduced to improve the
conventional wavelet transform (Kingsbury 2001).

The DTCWT () is composed of two separate real wavelets as shown below,

V() = ¥ (O + i (D). (3.4)

Here, v, and v; are real and imaginary parts of DTCWT, respectively. They form
a Hilbert transform pair to ensure the linear phase of the wavelet filter.

Figure 3.5 shows a four-level decomposition process from DTCWT analysis,
which has two separate trees of real filters. Trees a and b produce the real and
imaginary parts of complex coefficients, respectively. S(¢) refers to the original signal.
go(t) and g,(t) are the low-pass/high-pass filter pair for tree a. hy(t) and h;(?) refer to
the low-pass/high-pass filter pair for tree b. The downward pointing arrow represents
the down-sample process. xg, and x;, are the scaling and wavelet coefficients at
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Fig. 3.4 Field data examples in a slow formation. a Monopole data. b Dipole data. ¢ Velocity-time
semblance for monopole data. d Velocity-time semblance for dipole data. The calculated P and S
velocities are 2500 m/s, from ¢, and 1115 m/s from d. The P-wave velocity is marked with a dashed
lineind

Fig. 3.5 Schematic diagram of DTCWT decomposition. DTCWT employs two different real
discrete wavelet transforms, the first (tree a) gives the real part of the complex coefficients while
the second (tree b) gives the imaginary part. s(¢) refers to the original signal. go(¢) and g;(¢) refer,
respectively, to the low-pass/high-pass filter pair for tree a. hp(f) and h;(t) refer, respectively, to
low-pass/high-pass filter pair for tree b. Downward pointing arrow represents the down-sample
process and associated number represents the down-sample factor
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level 1 for tree a. xg, and x;;, are the scaling and wavelet coefficients at level 1
for tree b. The two sets of low-pass filters are used to construct the DTCWT that
satisfies a half-sample delay condition to provide the perfect reconstruction of the
original signal. The data can be recovered from either the real or imaginary parts of
the original signal. For simplicity, the scaling component at level / is named as the
wavelet component at level [ + 1. The original signal s(#) can be expressed as,

L+1

s() =) x(0) (3.5)
=1

where x; refers to the wavelet component at level /. ¢ indicates the time sample. L
stands for the decomposition layer. More details can be found in Kingsbury (2001)
and Selesnick et al. (2005).

The specific steps for multiscale time semblance method are listed below:

1. Obtain the wavelet components WC'(t) at each level by applying the DTCWT
to array waveforms. [ is index of level, m is the receiver number and ¢ is time.

2. Extract the common source gathers for each level as the array waveforms at level
L.

3. Calculate the time-velocity semblance correlograms of the array waveforms at
each level.

Waveforms from the 10 kHz dipole measurement in slow formation S1 (Fig. 2.34b)
are used to investigate features of the multiscale time semblance method. The wavelet
components at selected levels, after 4-level decomposition by DTCWT, are shown in
Fig. 3.6. Theoretically, the input waveform is equal to the sum of wavelet components
from level 1 to level 5. The wavelet components at levels 1 and 2 are similar and
mainly include the high-frequency leaky P modes. The flexural wave is small at
those two levels. Level 4 has only a flexural wave. Although leaky P and flexural
waves simultaneously exist in the wavelet component at level 3, they are in different
frequency bands, high frequency for leaky P and low frequency for flexural wave.
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Fig. 3.6 Input waveforms a and wavelet components at selected levels
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Fig. 3.7 STC plots of input waveforms and wavelet components of selected levels

Figure 3.7 shows the velocity-time semblance plots for the waveforms in Fig. 3.6.
The time semblance plot at level 1 mainly contains the leaky P-wave. The plot at
level 3 gives a good estimation (~2360 m/s) of the P-wave velocity and those at level
4 gives the S-wave velocity (~970 m/s).

This is an ideal example showing that multiscale semblance analysis enables
the determination of formation P- and S-wave velocities. In general, the velocities
estimated from multiscale time semblance method are very good.

In addition, the DTCWT may reduce (attenuate) random noise and enhance the
coherence of the analyzed signal, which leads to improved time semblance correl-
ograms. Because both leaky P and flexural waves are dispersive, the formation
velocities should be obtained from dispersion analysis. However, multiscale time
semblance method can be viewed as an alternative when the dispersion analysis is
not available.

3.2 Frequency Domain Velocity Determination: Parametric
Spectrum Estimation

Time semblance methods in Sect. 3.1 have limitations for processing disper-
sive data. Several methods, such as Maximum-likelihood Method (MLM) (Capon
1969), extended Prony Method (EPM) (Lang et al. 1987), Holomorphic Processing
(Ellefsen et al. 1993), Weighted Spectrum Semblance (WSS) (Nolte et al. 1997),
Forward/Backward Averaging Matrix Pencil (FBMP) (Ekstrom 1995), Filtered
Frequency Semblance (FFS) (Rao and Toks6z 2005), have been developed to obtain
the dispersion curves. In the frequency domain, Eq. 3.2 can be written as,
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14
1im (@) = Z
Jj=1

m — 1)d
Vi(w)

Zh

) p
(@) =" S](@explio(t; + ). (3.6)
j=l1

If attenuation aj(w) is included, the above equation can be expressed as follows,

)4
Ro(@) =Y AL S| (@)e2" ", (3.7)
Jj=l1
where A}, = e~%@m=Dd jg the attenuation which is a function of frequency and
distance. ¢; is the initial phase and z; = exp[iwd/V j(w)] is the phase shift of a receiver
relative to the adjacent receiver.

The velocity is included only in the phase of the signal z;mfl). Therefore, the
methods in the frequency domain are pursuing the phase shifts between different
receivers. Basically, they use cross-correlation to determine the phase shift. For
example, the Fourier coefficients are computed by cross-correlating the signal
with the sine and cosine functions. The methods can be separated into parametric
and nonparametric methods. In this section, the methods based on the parametric
estimation, including EPM and FBMP, are presented.

Using Eq. 3.7, the spectrum of the waveform at receiver m can be expressed as,

p
R, (@)=Y b;z"™", (3.82)
j=1
b; = Al IR] (). (3.8b)

By comparing the constructed spectrum R, (w) and raw spectrum Ry, (), the esti-
mation of the bj, z;, and p can be obtained. The velocity and attenuation at a given
frequency can be determined from the estimated z; and b;, respectively. However,
the direct method to minimize the errors between the constructed data and raw data
involves a nonlinear least-square equation. One approach is to convert the nonlinear
problem to a linear problem using the methods based on the linear superposition
theorem of the complex numbers. Polynomial and Matrix-pencil methods are two
commonly used methods. The polynomial method, proposed by Prony (1795), has
been extended to reduce the sensitivity to noise (Lang et al. 1987; Liu et al. 2008),
and named as extended Prony method. The Matrix-pencil method was improved by
Ekstrom (1995) as the Forward/Backward Averaging Matrix Pencil method (FBMP).
It has higher computation efficiency and better statistic on z; than those in the
polynomial method. Below, these two methods are presented in detail.
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3.2.1 Extended Prony’s Method (EPM)

This method is a spectrum analysis method based on the mathematics model (Prony
1795) to describe the array data by employing the linear superposition on the complex
coefficient of sine functions.

From Egs. 3.8a and 3.8b the spectrum at receiverm — [ (p < m < N,0< I <
p) can be constructed by,

P
Rui(@) = b0, (3.9)
j=1

By multiplying both sides of Eq. 3.9 by coefficient a;, and summing for / values
from O to p gives,

P 14 p
Y aR, @) =Yy a" Y b, (3.10)
=0 =0 j=1

Prony (1795) recognized that the exponentials z; (j = 1, ..., p) are the solutions
of the following polynomial (ay = 1),

P 4
V@ =[[e-2)=) azi" =0 3.11)
=0

=1

When Eq. 3.10 is equal to zero, the constructed term ﬁm atreceiverm (p < m <
N) can be expressed as,

P
Ry == aRu, (3.12)
I=1

Assuming the error between the constructed spectrum R,, and raw spectrum R,, ()
is e,,,

R, =R, + em, (3.13)

Thus the raw spectrum R,, at receiver m can be expressed as,

14 P
Ry==Y aRu i+ aenii(p<m=N), (3.14)
=1 =0
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N
Now the problem is converted to find the coefficients a; to minimize Y |e,, |2,
m=p
which is still a nonlinear problem.
The extended Prony method (EMP) (Marple 1987; Kay 1988; Zhang 1996)

p

converts the nonlinear process to a linear problem by simplifying > a;e,,—; as &,,.
1=0

Then Eq. 3.14 can be expressed as,

4
Y aRu-i =eni(p<m < N). (3.15)
1=0

N
By minimizing the ) lem|?, the coefficients ; can be obtained. Defining an
m=p
objective function (Ja),

N N |p 2
J = mi 2= mi - -
(ar) = min e |* = min Y 1> Ry . (3.16)
m=p m=p| =0
the procedure can be implemented by,
P
Y arm)=0.n=12.....p, (3.17)
1=0
N
where r(n, 1) = Y Ry—iRu—n (0<1<p).
m=p
Equation 3.17 can be expressed by the following matrix expression,
r(1,0) r(1,1) --- r(1, p) 1 0
r2,0) r2,1) --- r(2, p) ai 0
. . . =1 .1 (3.18)
r(p,O)r(p, 1) ---r(p.p)1Lay 0

After the g; are determined from Eq. 3.18, the poles z; in Eq. 3.11 can be used for
the velocity determination. Then the attenuation can also be determined from b; in
Egs. 3.8a and 3.8b using the following least-squares method,

b=(z"2)"'Z"R, (3.19)

where [ ] denotes the conjugate transpose operator. Matrix Z, and vectors b and R
are,
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11 1
<1 22 Zp
Z= . L (3.20a)
21 ! rs) - ZIIY71
b=[biby--b,], (3.20b)
T
R=[Ri(®) Ry() - Ry(@)] (3.20¢)

where [ ]7 is the transpose operator.
The application the EPM to the array data consists of 6 steps.

(1) Fora given frequency w, a matrix of (n, [) in Eq. 3.18 is built. The mode number
p (an integer) is usually set as half of the number of receivers or a larger number.

(2) Using the SVD (singular-value decomposition)-TLS (Total least squares) algo-
rithm, the real mode number p is estimated from the rank of the matrix built in
step 1, and the coefficients ay, as, ..., a, are obtained.

(3) The complex zy, 22, ..., 2, are determined from the polynomial Eq. 3.11.

(4) Parameters by, by, ..., b, are determined from Eq. 3.19 after the matrix Z and
vector R are built.

(5) The amplitude A7,, initial phase ¢;, attenuation coefficient «;, and velocity V;
(V= ki/w) are given below,

A = |bj|
@ = arctan[Im(bj)/Re(bj)]/(27”1) . j=1,....p (3.21)
oj = 1n|Zj|/d

kg = arctan[Im(zj)/Re(zj)]/2nd

(6) Repeat steps from 1 to 5 until all frequencies are covered. Then the values of
velocity, attenuation, and amplitude as a function of frequency are obtained.

3.2.2 Forward/Backward Averaging Matrix Pencil (FBAMP)

FBAMP is another method to estimate the parameters b;, z;, and p in Eqs. 3.8a and
3.8b. In this method, a Hankel Matrix (Eq. 3.22) is used.
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R R, ce Rp+1
R2 R3 - Rp+2
y=| . S ’ 622
RN_p RN—]H—I -+ Ry (N=p)x(p+1)

Here the number p is usually set as half number of the receivers N or more. The
two new matrices Y; and Y, can thus be obtained using the first p and last p columns
of the matrix Y in Eq. 3.22.

Those two matrices are,

Y1 =Z,BZ,, (3.23a)
Y, = Z\BZyZ,. (3.23b)
Here Zy, B, Z,, and Z, are
Zy=diag[z1z2 -+ 7, |, (3.24a)
1 1 1
71 2 Zp
zZ, = . . : , (3.24b)
Zil\’fpfl Z;\’fpfl 1;/*17*1
1zy -2
1zy--- 1571
L=\ ... . | (3.24¢)
o k.
Lzp--zp
B = diag[bl, by, --- ,bp] (3.244d)

The complex exponentials z; are the generalized eigenvalues of the matrix-pencil
Y2 - ZY 1

([Y1] = z[Y2])e = 0 (3.25)

The poles z; can be obtained from Eq. 3.25. Other parameters such as attenuation,
amplitude, and initial phase can be obtained from step 5 in the EPM (in Sect. 3.2.1).
In this method, S; and S,,,, are the ith and maximum singular values of matrix ¥ and
the ratio S;/S,,, 1s used as a measure of noise. If the ratio is less than a certain value,
the singular values are considered to be noise contributions. Therefore, this method
is less affected by noise than that in the EMP. Another advantage of this method is
its faster computational speed than EMP.
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Fig. 3.8 Dispersion analyses with FBAMP. The array waveform is the same as Fig. 3.6a. Black
dashed-lines are analytical dispersion curves. a Result from the array waveforms with offset from
3 to 4.05 m and interval of 0.15 m. b Result from the dense array waveforms with offset from 3 to
10 m and interval of 0.01 m

Figure 3.8 shows the dispersion (circles) extracted from the monopole waveforms,
shown in Fig. 3.6a, using FBAMP. The analytical dispersion curves (black curves)
are plotted. The extracted dispersion curves and analytical curves agree well except
where there is some aliasing. The aliasing can be suppressed by a dense receiver
array (Fig. 3.8b).

3.3 Frequency Domain Velocity Determination:
Nonparametric Spectrum Estimation

3.3.1 Frequency-Wavenumber (F-K)

InEq. 3.7, the phase delay of a mode is a linear function of slowness (sj(w) = 1/V;()).
For a given frequency, the cross-plot between the phase difference between two
adjacent receivers and the receiver locations should be a line and the slope of the line
is the velocity. The Frequency-wavenumber (F-K) transform can be used to determine
the dispersion. As expressed in Eq. 2.16, the term P(w, k,) includes information about
both the frequency and velocity that are used for synthetic waveform calculation
(Toksoz et al. 1984b; Schmitt and Bouchon 1985). For field data analysis, a frequency-
wavenumber transform can be applied to array waveforms to produce the spectra.
The time domain data can be converted into the frequency domain using the forward
Fourier transform and the distance can be converted into the wavenumber domain
by an inverse Fourier transform. This method is commonly used in near surface
seismology. The power spectrum in the frequency-wavenumber domain of the array
waveforms in Fig. 3.6 is shown in Fig. 3.9. The slope of the high amplitude portions
of the plot gives the velocity. The leaky P modes are distributed between the Vp
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and Vs lines. The weak flexural wave has a velocity lower than the S-wave velocity
(marked with solid line Vs). A transform approach (such as the High-Resolution
Radon Transform, see Sect. 7.3.1.3) can be used to convert the power spectrum from
the frequency-wavenumber domain to the frequency-phase velocity domain.

This method is straight forward and easy to implement. The only shortcoming is
the lower resolution when only a limited number of receivers is used.

3.3.2 Weighted Spectrum Semblance (WSS)

WSS is afrequency domain analog of the STC (Nolte et al. 1997). There are two steps,
spectral semblance and applying weights for different coherences. Equation 3.26
defines the spectral semblance function which is the analog of the Eq. 3.3 of the
semblance in the time domain.

X0 Ri@z!

NN Ry @R (@)

p(V, w) = (3.26)

where “*” denotes complex conjugate.
The spectral weighting W (wg, ;) is added to the result obtained from Eq. 3.26
to enhance the data resolution and to reduce noise,

I+¢

F(Vj,0)= Z W(ws, w)p(V, w), (3.27)
t=i-¢
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The weighting function W (w¢, @, ) employs a Gaussian function to give maximum
weight to the estimated frequency,

[wr — o ]?

), (3.28)

W(we, w;) = exp(—
where 0 = N,,Aw, and N,, are points in the spectrum. Aw is the frequency interval.
For example, if the eight adjacent points are selected for the weighting processing,
o = 8Auw. For the given velocity range, the maximum V can be obtained from
coherence F(V, w). The dispersion curve can be produced by finding the V () at all
frequencies.

3.3.2.1 Velocity Determination for Field Applications

In the field application, the speed of the velocity determination from the coherence
plot is critical. The dispersion curves are usually converted into an objective function
of velocity. There are two main methods to obtain the objective function from the
coherence plot, the probability density function (Huang and Yin 2005) and fitting
method (Tang et al. 2009).

Probability density function method

As discussed in Chap. 2, the guided wave dispersion curve at low frequency is
relatively flat and approaches to the formation waves’ velocity. Huang and Yin (2005)
considered that there is more population (“point”) at the flat part than that at the
sharp part in a narrow frequency range. Therefore, a histogram can be generated by
projecting the discrete dispersion curves to the velocity axis.

In addition, the histogram with a color map plot in the depth and slowness domain
can be used as a quality control map as it reflects the true slowness population in the
waveform.

Fitting method

Tang et al. (2009) considered that the spurious histogram peaks caused by data
noise and/or mode interference may mislead the edge detection. They used a hyper-
bolic tangent function to fit the coherence because it can simulate the guided wave
dispersion curves at both low and high frequencies. There are four variables in the
arctangent function,

s(w) = 5o + &s - atan(xw — y), (3.29)

where s is the slowness. Parameters x and y are used to determine the variation of the
fitting function with frequency. The parameter x denotes the gradient of the curve
with frequency, while the parameter y determines the frequency where the curve has
large gradient. These two parameters control the shift and stretching of the fitting
curve. 5o and §s are the selected slowness and perturbation defining the slowness
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range,

S(w)z{so—és,weo’ (3.30)

S0 + 88, w — 00

The fitting error is minimized through minimizing the mean-square deviation
between the theoretical curve and dispersion data.

After a fit to the dispersion curve is obtained, a slowness probability density
function is defined for quality control,

SPD(s) = ; wa exp[—(s — sg(w))/os]dw (3.31)

Wy — D1 w;

where M is the number of frequency points from w; to wy, in the dispersion data S;.
o is the standard deviation of the data.

3.3.2.2 Limitations of WSS and Possible Solutions

There are p modes in a waveform. According to Egs. 3.8a and 3.8b the spectrum
of waveform can be predicted by R, (w) = Z b ]z(m D and b; = = A}, |RJ (w)]. In

Eq. 3.26, if the determined velocity V in ,o(V a)) is equal to the phase velocity of

mode j (j = 1, ..., p), the phase term Zf “Vof spectral R, (w) will be canceled in

R;(a))z’"’l. If the modes’ number p is 1, R’m(a)) = R,,(w) and then the maximum
coherence of p(V, w) is 1. If the modes’ number p is greater than 1, R,L (w) < Ry(w)
and then the obtained coherence p(V, ) may not reach a peak value. Therefore,
WSS is not suited for the case where there is more than one mode in the waveform at
the same frequency. Because only the numerator of Eq. 3.26 affects the resolution,
the vector form of the numerator is as follows:

N
Z R;kn (w)zm—l
m=1

where R(w) = [R(®), Ry(®), ..., Ry(w)] and z = [1, 7, ..., ZV~']. The right part of
Eq. 3.32 projects the waveform spectrum R(w) to the base function z(w, s), and the
absolute amplitude of the corresponding coefficients is the output. This operator is
the periodogram in spectral analysis based on the Fourier Transform. The treatment
of the finite sequence as the windowed truncation of the sampled infinite sequence
definitely introduces the leakage of the power spectrum in the main beam and thus
results in the low resolution and periodic signal in the dispersion plot.

Similar to Fig. 3.8, the extracted dispersion characteristic with WSS is also shown
in Fig. 3.10. The synthetic dipole waveforms (10 kHz source) in formation S1 are
used (see Fig. 3.6 upper-left). The analytical dispersion curves, dashed curves, are

= |R(a))zH

(3.32)
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Fig. 3.10 Dispersion analyses with WSS. The array waveform is shown in Fig. 3.6. Dashed curves
are analytical dispersion curves

plotted. A difference between Figs. 3.8 and 3.10 is that there is smaller frequency
range for the flexural mode in Fig. 3.10. The reason is that the WSS cannot determine
more than one mode at the same frequency. However, the EBMP can find more than
one mode from 6 to 15 kHz.

Another issue is the poor resolution of WSS at low frequencies (see the dispersion
characteristics below 5 kHz for the flexural wave in Fig. 3.10). As seen from Eq. 3.26,
WSS determines the small phase shift between two signals of similar wavelets by
the cross-correlation method. However, cross-correlation is a very insensitive method
when the phase-shift is much less than the signal period, which increases the uncer-
tainty of the measured dispersion at low frequencies. The uncertainty becomes larger
when noise exists in the data.

To overcome the resolution limitation, Zheng and Hu (2017a) proposed a nonlinear
signal comparison (NLSC) method to obtain the phase shift. In their method, the
linear comparison in the numerator of Eq. 3.26 is converted into an exponential
term which exponentially increases the small phase difference and thus improves the
resolution at low frequencies.

3.3.3 Amplitude and Phase Estimation (APES)

The parametric estimation methods use known or estimated knowledge of number of
wave modes. It is difficult to know the exact value of modes number p when the SNR
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(signal noise ratio) is low. Therefore, it is necessary to find a method which is not
based on parameter estimation. However, as discussed in Sect. 3.3.2, the weighted
spectral semblance (WSS) introduced by Nolte et al. (1997) is a nonparametric
method. It can only identify the mode with the maximum coherence at a given
frequency when multiple modes exist. The APES (Amplitude and Phase EStimation)
method uses an adaptive filter bank (Stoica et al. 1999) so it does not require prior
knowledge of the exact number of wave modes. Li et al. (2015) used this method for
characterizing the dispersion of array data. This method minimizes the interference
from other modes and noise.

The APES method is similar to the EPM and FBAMP methods. APES is also
based on the linear superposition theorem of the complex coefficients of the signal.

In this method, an M x p matrix X,, is built based on the complex spectra from
receiversmtom+M —1 (1< m+M —1<N),

T

Xm = [Rm.Rm+1,..., Ryym1] - (3.33)
Using Eqgs. 3.8a, 3.8b and 3.14, the matrix can be expressed as follows,
Xm =ZSm + En, (3.34)
2 2 byz" "
where Z = [Z,--- Z,] = oo , Sy = : , and the
zﬁM_l) . ZE)M_l) bng"_l)
noise vector Em = [€m, €mtts -« s €mint-1]L-
This matrix can be further disassembled into the following form,
Xm = blzimil)zl + ngm + Em = blZ§m71)21 + im’ (335)
Zg e Z(; bzzém_l)
where Zm = and S‘m = :
Z;M—l) Z;Mfl) bpzémfl)

This disassembly separates the original matrix into two parts, one (blzimfl) Zy)
carrying the velocity and amplitude of mode 1, and the other (X,,) containing
interference from all other components and noise.

An Mth order Finite Impulse Response (FIR) filter F = [Fo, F; ... Fy_i]" is
applied to the matrix X,,,

FX,, = F[bz" V7,1 + F'X,,, (3.36)

Generally, to filter out interference and pass the mode j without distortion, the
filter meets the condition F#Z; = 1. Equation 3.36 can be expressed as follows,
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-1 lnd
FX, = b;z" "V + FX,, (3.37)

The design of the filter is converted to minimize the following objective function,
I(F.b)) [(F X,y — bz ”‘ } (3.382)

With the condition that F¥ Z; = 1. Then the expectation E in Eq. 3.38a can be
replaced with the average of the sequence Xy, Xpy1 ... Xn with the length of L (L
=N-M +1)

N
Z ‘FH — (”’ n|? , subject to F'Z; = 1, (3.38b)

By minimizing the above objective function, the noise and other components are
suppressed and the amplitude and phase of mode j is estimated. Because the FHX,,
= XT , the expansion of J(F, b;) is as follows:

J(E, b)) == |b; —Fg(V,)|" + F¥XF* — FPg(V;)g" (V))F*, (339

~ N N
Here X = % > XnXH and g(Vj) Z ’(m D and a covariance
m=M m=M

A

matrix estimation for noise is defined as Q( j) =X - g(Vj)gH (Vj).
The minimum of the objective function can be obtained by letting b; = F”g(V;)
and the Eqgs. 3.38a and 3.38b is converted to,
min F OF*, subject to FlZ; = 1. (3.40)

The filter is obtained,

A—1
Z.
_ S—lf (3.41)
Z707'Z;
and the amplitude of the mode j is estimated,
ZH O 1g(V,
b; = iv g( /). (3.42)

z70-'z;

Scanning the velocity of different modes, 1b;(V)! will be nearly zero and only
reach the peak when V is equal to V;. Then the number of modes can be determined
by determining the number of peaks and the velocity and amplitude can also be
determined from the location and amplitude of the peaks.
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Fig. 3.11 Dispersion analyses with APES. The array waveforms are shown in Fig. 3.6

The implementation of the APES generally includes four steps.

. N
First, the covariance matrix estimates of the signal (X = % > X, XH) and
m=M

noise (Q[V il= X — g[V;] gH [V;]) are calculated at a given frequency based on the
spectra R,,(w), where m is the receiver index from 1 to the total receiver number N.
The M is an integer and usually set as the half of N.

Second, the elements of the filter are determined from Eq. 3.41 for a given velocity
range. The amplitude b; of the mode j is obtained through Eq. 3.42.

Third, a 2-dimensional profile of amplitude Ib(w, V)| as a function of frequency
and velocity is obtained by scanning all frequencies through repeating steps 1 and 2.

Finally, the number of modes is determined by counting the number of peaks and
the velocity and amplitude for each mode can also be determined from the location
and amplitude of the peak. Figure 3.11 shows the extracted dispersion result with
APES for the simulated waveforms shown in Fig. 3.6.

3.3.4 Filtered Frequency Semblance (FFS)

Because the methods in Sect. 3.2.1 can only apply for non-dispersive data and the
WWS method in the Sect. 3.3.2 has limitation for multiple modes at the same
frequency, Rao and Toksoz (2005) proposed a direct method utilizing the time
semblance on band-pass filtered data to obtain the velocity of multiple modes at the
same frequency. In this method, the raw data are bandpass filtered through multiple
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narrow frequency bands and the output of each band is treated as non-dispersed
data. Non-dispersive velocity analysis methods like STC can be applied to estimate
phase velocities. For each frequency, the velocity and arrival time matrix is obtained.
Therefore, a 3-dimensional matrix including frequency, velocity, and arrival time is
produced. By searching the coherence value at each frequency at a given time range,
the dispersion relationship can be obtained. Another benefit of the method is that it
can accommodate both dispersive and non-dispersive modes. Figure 3.12 shows the
workflow for the method.

In this method, the bandwidth of the bandpass filter is proportional to the selected
frequency where there is a large bandwidth at high frequency and a small bandwidth
at the low frequency. This limits the resolution at the high frequency and this results
in the “mode-kissing” for the higher modes (e.g. Wang et al. 2015a), where different
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Fig. 3.12 Flow Chart of FFS processing (Rao and Toksoz 2005)
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Fig. 3.13 Dispersion analyses with FFS. The array waveforms are shown in Fig. 3.6. Dashed-lines
are analytical dispersion curves

modes are mixed with each other. However, the dispersion at low frequency is more
important than that at the high frequency because the velocity at the low-frequency
limit is usually the formation velocity. A potential method to improve the resolution
at high frequencies is to determine an adaptive bandwidth for each frequency based
on the frequency-time analysis, similar to the method used in Sect. 3.1.

Figure 3.13 shows the extracted dispersion characteristic with FFS for the 10 kHz
dipole measurement in formation S1 (waveforms shown in Fig. 3.6). The analytical
dispersion curves (red dashed-lines) are plotted. The good fit between the extracted
and analytical dispersion distinguishes the FFS from other methods.

FFS is applied to field data shown in Fig. 3.4b and the dispersion result is shown
in Fig. 3.14 (contour plot). The blue dashed curve is the analytical dispersion curve
for a flexural wave in a borehole model having Vp = 2500 m/s, Vs = 1150 m/s, and
borehole radius of 120 mm. It is clear that the dispersion characteristics of both leaky
P and flexural waves are extracted well. The formation S-wave velocity is 1150 m/s,
which is slightly larger than the velocity obtained by velocity-time semblance, as
shown in Fig. 3.5b.

3.4 Summary

In this chapter, data processing methods for obtaining mode dispersion from array
data have been presented. The phase velocity can be obtained by different methods.
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Fig. 3.14 Dispersion result obtained by applying FFS to field data shown in Fig. 3.4b. Blue dashed
curve is an analytical solution for a borehole model: Vp = 2500 m/s, Vs = 1150 m/s, and borehole
radius is 120 mm

For non-dispersive data, the most commonly used method is velocity-time semblance.
This method avoids picking arrival times and can accurately determine the phase
velocities for different modes. If the data are strongly dispersive, an improved
velocity-time semblance method based on different wavelet scales may helpful. The
dispersion analysis methods are effective for dispersive array data. They can be
divided into two different categories: those based on parametric spectrum estimation
and those based on non-parametric methods. The principles of those methods have
been presented. The performances of the dispersion analysis methods have been
compared using synthetic array waveforms where dispersion characteristics can be
calculated analytically. The velocities of field data sets have been calculated by both
velocity-time semblance and by dispersion analysis methods.



Chapter 4
Wave Propagation in a Cased Borehole e
and Cement Bond Evaluation

In many boreholes, casing is used and cemented to seal the borehole wall and to stabi-
lize the borehole. Figure 4.1 shows a schematic diagram of a cased hole. The annulus
between the casing and formation may be filled with fluid or cement. Table 4.1 lists
the geometrical and elastic parameters of a well-cemented cased hole model. The
casing properties used in this chapter are for an industry standard 933-in. (244.5 mm)
casing. Different from the open hole case discussed in Chap. 2, the casing, fluid
annulus and/or cement introduce a barrier between the logging tool and formation.
Multiple layers complicate the wavefields.

4.1 Waves in Open and Cased Boreholes

Figure 4.2a shows synthetic waveforms in an open hole in slow formation S1
(Table 4.1). The radius of the open borehole is 101.6 mm. A 13 kHz Tsang and
Rader type source time function (see Sect. 2.1.3.3) is used. Parameter o of the source
time function is 0.5, and the bandpass filter is from 5 to 18 kHz. The array wave-
forms consist of large amplitude leaky P-waves (marked as P in Fig. 4.2a) and
a small amplitude ST wave. Figure 4.2b shows synthetic waveforms in the well-
cemented cased hole. The borehole radius is the same as the radius of the open hole
in Fig. 4.2a. The outer radii of fluid and casing are 47 and 57.15 mm, respectively. A
small radius accentuates the waveform differences between the open and cased holes.
Synthetic waveforms in the cased and cemented borehole, shown in Fig. 4.2b, are
completely different from those of the uncased borehole (Fig. 4.2a). Leaky P-waves
are much smaller in the cased borehole because of the decreased fluid column radius
that causes the cutoff frequency of the leaky P-wave to reach higher values (see
Figs. 2.30 and 2.31). In the cased borehole, the waveforms are dominated by the ST
wave. Figure 4.2c shows the profiles of synthetized waveforms with a 4.75-m (15 ft)
source-receiver spacing in the open and cased sections. The data above 100 ft simu-
late the logs in an open hole. The data below 100 ft are for a cased hole. The space
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Table 4.1 Elastic parameters for the model. Formation F1 is a fast formation and S1 is a slow
formation

Medium Vp (m/s) Vs (m/s) Density (kg/m3) Outer radius (mm)
Fluid 1500 0 1000 108

Steel 5500 3170 8300 122

Cement 3000 1730 1800 170

F1 4500 2650 2400 00

S1 2300 1000 2000 00

between traces is 1 ft. The differences between cased and uncased sections are very
significant. Figure 4.3 shows a field data example of logs acquired by a monopole
tool with the source-receiver separation of 4.57 m (Fig. 3.6 in Tubman 1984). The
borehole is cased above 100 ft. The formation is “slow” with a P-wave velocity of
2290 m/s. The waveforms, between 150 and 200 ft in the uncased section, show the
P, S, pR, and ST waves. Between depths of 100 and 150 ft, the S-wave velocity is
very low. The pR and ST waves disappear and there is only a strong P-wave. This
is a typical feature of monopole waveforms in slow formations. The waveforms are
similar to the synthetic waveforms shown in Fig. 2.26. In the cased section, above
100 ft, there are small P and strong Stoneley (ST) waves, similar to the synthetics
shown in Fig. 4.2a, c. The P-wave amplitude is smaller than in other sections.
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Fig. 4.2 Comparison between synthetic waveforms in an open hole (a) and a cased and cemented
borehole (b). ¢ Monopole logging profile created using the last trace: above 100 ft from (a) and
below 100 ft from (b). A 13 kHz Tsang and Rader type source (see Sect. 2.1.3.3 , o = 0.5 with a
band-pass filter from 5 to 18 kHz) is used as the source time function. Elastic parameters are listed
in Table 4.1. Formation is S1. The radius of the open hole is 101.6 mm. The outer radii of the fluid
and casing are 47 and 57.15 mm, respectively. Attenuation is added for each of the media, where
the quality factor for fluid is 20 and for the formation P- and S- waves, the quality factor is 60. For
the steel, the quality factors for both P- and S-waves are 1000

Figure 4.4 shows another example of field data from a borehole in a semicon-
solidated formation before and after the borehole was cased (Fig. 3.7 in Tubman
1984). The same monopole tool was used for both cased and uncased logs. The P-
wave velocities are low with observable variations. In the uncased example, leaky
P-waves are dominant and the ST wave is not recorded when its arrival time is greater
than 5 ms (see the velocity dispersion curve in Fig. 2.25). In the cased hole, the ST
waves are prominent. The P-wave amplitudes are smaller than those recorded in the
uncased hole.
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Fig. 4.3 Data collected in a borehole by a monopole tool with a 4.57 m separation between source
and receiver. There is one trace every foot. The borehole is cased above 100 ft. Figure is modified

from Fig. 3.6 in Tubman (1984)

The above synthetics and field examples illustrate that the casing and cement
significantly alter the borehole wavefields. In the following sections, the effects of
different factors on the wavefields in cased holes are discussed.
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Fig. 4.4 Monopole measurements in a borehole before casing (a) and after casing and cementing
(b). The source-receiver separation is 4.57 m. There is one trace every foot. Figure is modified from
Fig. 3.7 in Tubman (1984). The formation is slow. There are no pseudo-Rayleigh waves

4.2 Wave Modes in a Free Pipe

4.2.1 Sonic Frequencies

An uncemented casing behaves like a free pipe in a fluid. Waves generated in the pipe
are trapped and propagate as guided modes. The number of the modes is infinite. The
modes can be grouped into three categories: L (longitudinal), T (torsional), and F
(flexural) (Cawley et al. 2002; Edwards and Gan 2007). Figure 4.5 shows the motion
of the three mode types. L modes axisymmetrically expand and contract the pipe. T
modes rotate the pipe and F modes distort the pipe.

Parameters m and n are used to designate the modes in radial and azimuthal pipe
directions, respectively. The three categories can be denoted as L(n, m), T(n, m),
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Fig. 4.5 Modes in a free casing in a fluid. Parameters m and n are used to designate the modes in
the radial and azimuthal directions of the pipe, respectively

and F(n, m) (n, m = 0, 1, 2, 3...). Parameter n is 0 in the T and L modes and those
modes are designated by L(0, m) and T(0, m) (m = 1, 2, 3 ...). For the F modes, n
ranges from 1 to infinity, where the F(1, m) and F(2, m) modes correspond to dipole
(flexural) and quadrupole (screw) modes in the pipe, respectively. For convenience,
the letters ‘F’ and ‘Q’ are used to denote dipole and quadrupole modes, respectively.

Figure 4.6 shows the dispersion curves of the L and F modes (Wang and Fehler
2018a, b; Zhang et al. 2016) when the pipe is in water. The calculation of the disper-
sion curves is similar to the open hole case in Sect. 2.1.3, where the dispersion curves
come from the solutions of taking the determinant of [m;;] as zero. The matrix [m;]
is determined from the boundary condition. Appendix A2 shows the matrix used for
acoustic logging while drilling which also works for free casing conditions. The pipe
properties are listed in Table 4.1. The two ST waves, inside and outside the casing,
are marked as ST1 and ST2 [slow ST in Plona et al. 1992] waves). In the L category,
there is L(0, 1) (marked as L1 in Fig. 4.6a), the fundamental mode and a series of
higher modes such as L2, L3, and L4. The dipole (F) and quadrupole (Q) modes also
have fundamental and numerous higher modes as shown in Fig. 4.6b, c.

With a source inside the pipe, most of the energy becomes trapped inside the pipe
body, which is illustrated by the pressure snapshots in Fig. 4.7 (calculated by a 3D
finite difference method). The source position is marked with a white star and the
inner and outer boundaries of the casing are marked with white solid lines. The figure
demonstrates the modes propagating in and around the pipe.
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Fig. 4.6 Dispersion curves of the L, ST, F, and Q modes when the pipe is in water. F designates
the flexural mode and Q is the quadrupole (i.e., screw) mode

Casing modes (L1, L2, L3, and others in Fig. 4.6a) at offsets of 1.5-4 m are visible
when a 10 kHz monopole source is used (Fig. 4.7a). These modes leak energy into
the fluid, both inside and outside of the casing. Two ST waves follow the L modes.
A dense receiver array, with a 0.01 m interval, is used to record the waveforms from
the source to the top of the model along the z-axis. The waveforms are shown in
Fig. 4.8a. The three visible modes marked with lines are the L casing modes, ST1,
and ST2. Although the ST2 mode is mainly propagating outside of the casing, the
mode can be detected in the inner fluid column at a low frequency.

Figure 4.7b, ¢ show snapshots when the source center frequencies are 2 kHz
and 10 kHz, respectively, for a dipole source. There are two casing flexural modes
propagating on the pipe: the flexural casing mode F1 with a large amplitude and
the much faster but smaller F2. The modes become complicated when the source
frequency is high (10 kHz) as shown in Fig. 4.7c. Higher-order casing modes arrive
before mode F1. In Fig. 4.8c, F1 and higher-order modes such as F2, F3, F4, and
F5, are identified. F1 is the slowest casing mode and is seen in the latest part of the
wave train. All the F modes have cutoff frequencies except the F1 mode. The source
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a casing immersed in fluid. The dipole source polarization is along the x direction. Source type and
frequency are listed on each plot. Source is located at the white star

frequency controls the mode excitation. Higher frequency sources excite higher-order
modes (Wang and Fehler 2018b).

The wavefields of the quadrupole source are similar to those of the dipole case.
There is only the fundamental casing mode Q1 (F(2, 1)) at a low source frequency
(Fig. 4.7d). With a high-frequency source, higher-order modes arrive ahead of the
Q1 mode (Fig. 4.7e). All Q modes have cutoff frequencies (low frequency limits).
The cutoff frequency of the fundamental mode Q1 is very low (below 1 kHz). There
are few higher modes that arrive before the slowest Q1 (Fig. 4.8d), which is when
the source frequency is at 10 kHz.

Pipe modes are affected by the size and properties of the pipe (stiffness) and the
source frequency. Figures 4.9 and 4.10 show the dispersion curves of different modes
for different pipe sizes. Only low-order modes are displayed in the figures.

From Fig. 4.9, it is obvious that a larger ratio between the outer and inner radii
(OR/IR) moves the modes to a higher frequency when the pipe thickness is constant.
The pipe thickness significantly affects the ST2, F1, and Q1 modes (Fig. 4.10). The
excitation of ST2 becomes more difficult when the pipe thickness increases. The
velocity of mode F1 increases with pipe thickness, and the velocity is sensitive to
the outer radius at low frequencies (below 3 kHz) and sensitive to the inner radius at
high frequencies (above 3 kHz). A thicker pipe moves the cutoff frequency of Q1 to
a higher frequency. The pipe thickness is not the controlling factor for the L modes,
or higher-order F and Q modes. Instead, the radii variation controls the modes where
either an increasing inner or increasing outer radius moves these modes to a lower
frequency range, except for the Q modes.
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Fig. 4.8 Dense array waveforms for mulitpole measurements in a pipe immersed in fluid. The
nearest offset from the source position and the interval between receivers is 0.01 m. The source
frequency and source type are listed in the figures

The computations for pipes in fluid are important for the design of logging tools.
For monopole logging, the L modes that propagate along the tool body can obstruct
the P-wave velocity measurement, while slots on the tool body can suppress the L
modes (Tang and Cheng 2004, p. 224).

In the dipole measurement, the existence of the F1 mode, with no cutoff frequency,
overlaps with the formation flexural mode (Sects. 2.2.2 and 2.3.2) and affects deter-
mination of the formation S-wave velocity. In the wireline case, this issue can be
mitigated using an isolator, including an attenuator, and by decoupling the receiver
from the rigid tool body to suppress the F1 mode. Suppressing the F1 mode allows
one to measure the S-wave velocity from the formation flexural wave (Cowles et al.
1994).
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Fig. 4.9 The effect of the pipe radii on the dispersion curves of different modes when the pipe
thickness is constant. a L and ST modes; b F modes (F(1, m)); and ¢ Q modes (F(2, m))

4.2.2 Ultrasonic Frequencies

Ultrasonic frequencies are often used for cement bond evaluation. When the source
frequency moves to the ultrasonic range (more than 80 kHz), the effect of the curva-
ture of the pipe can be ignored. The pipe may be treated as a plate. The axially
propagating modes may be treated as Lamb waves (Lamb 1917; Brekhovskikh 1960;
Cawley et al. 2002; Edwards and Gan 2007). There are two families of Lamb waves,
known as symmetric (S) and antisymmetric (A) modes. The displacements of S modes
are symmetric with x = O (center of the plate) and the particle motions are normal to
the boundary (Fig. 4.11a). The displacements of A modes are antisymmetric about
x =0 (Fig. 4.11b).

The dispersion equations for Lamb waves in a 2d thick plate immersed in a fluid
are given by Eqs. 4.1a and 4.1b (Rose 1999). Equations 4.1a and 4.1b are the period
equations for the S and A modes, respectively.

k2
(kz2 + sz)zcoth(pd) — 4kZ2ps - coth(sd) — lp_fp—s =0, (4.1a)

1% k2 _k2
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(b)

Fig. 4.11 Displacements (horizontal) and particle motion (vertical) in a thin plate. a Symmetric
Lamb waves. b Antisymmetric Lamb waves. The thickness of the plate is 2d and the origin of x is
the center of the plate

or Pk

(k2 + 5%) tanh(pd) — 4k>ps - tanh(sd) —i=L 2 — 0, (4.1b)
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Fig. 4.12 a Dispersion curves of modes in a pipe (14 mm thick) immersed in fluid. b Relationship
between the incident angles and frequencies of different modes (Critical angles for P-wave (15.83°)
and S-wave (28.24°) are marked with gray lines). Black and gray curves are dispersion curves for
the S and A modes, respectively. Vp and Vs are velocities of the pipe material

where k_ is the wavenumber of Lamb waves in the z direction; p =  /k? — k,zj and

s = /k? — k2. k, and k, are the wavenumbers of P- and S-waves, respectively.

Figure 4.12a shows the dispersion curves derived from Eq. 4.1a and 4.1b when the
plate thickness is 14 mm. The dispersion curves move to a higher frequency range
when pipe thickness decreases. All the modes, except Sp and Ay, have a cutoff
frequency (low frequency limit). Another method to illustrate ultrasonic modes
in a pipe is to transform the frequency-velocity dispersion plot in Fig. 4.12a to a
frequency-incidence angle plot, which is shown in Fig. 4.12b. The incidence angle
in Fig. 4.12b is calculated using asin (V{/V), where asin is the arcsin function and
V is the phase velocity of different modes. The first and second critical incidence
angles calculated from Snell’s law are shown with solid horizontal lines. The first
critical angle is slightly above 15°. A1, S1, S2, and A2 can be excited when incidence
angle is less than the first critical incident angle, but AO can only be excited when
the incidence angle is greater than the second critical angle.

4.3 Wavefields in a Cased Hole

Wavefields in a pipe immersed in fluid are discussed in Sect. 4.2. In this section, we
describe the theoretical and practical aspects of acoustic logging in a cased hole. The
annulus between the casing and formation can be fully or partially filled by fluid, or
by cement, as shown in Fig. 4.13. The topics covered in this section include acoustic
logging in cemented well (annulus fully filled with cement), free casing (annulus
completely filled with fluid), and (partially) poorly cemented wells.

The elastic parameters for different materials used for modeling are given in
Table 4.1. The surrounding formation is F1. A cylindrical fluid channel is present, in
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Fig. 4.13 An example
where the cement is partially
replaced by fluid (Modified
from Cameron 2013)

Borehole
fluid

the annulus between the casing and formation and is described by four parameters.
Two of the parameters describe the location of the channel: radial position of the
channel r and the azimuthal position ¢. The dimensions of the channel are described
by the channel’s thickness d and its angular extent @ (Fig. 4.14). The four parameters
are varied to investigate their influences on the wavefields.

4.3.1 Monopole Source

Figure 4.15 shows pressure snapshots at 0.8 ms for a series of cement bonding
conditions: (a) well bonded (r = 122 mm, d = 0 mm, § = 0°, and ¢ = 0°), (b) free
casing (r = 122 mm, d = 48 mm, # = 360°, and ¢ = 0°), (c) partially cemented
well (r = 122 mm, d = 16 mm, 6 = 360°, and ¢ = 0°) and (d) partially cemented
well with fluid interface at the cement-formation interface (r = 154 mm, d = 16 mm,
0 = 360°, and ¢ = 0°). The two innermost lines at approximately x = 0 are the
inner boundaries of the casing, the two outermost lines are boundaries between the
borehole wall and the formation, and the other two lines are the outer boundary of
the casing. The source position is marked by a white star. Casing, P, S, pR, and ST
modes are marked in the figure.

In a well-cemented cased hole (Fig. 4.15a), casing L. modes are the fastest modes.
These modes are very small and do not affect the formation P- and S- waves recorded
in the borehole fluid. Figure 4.16 shows the waveforms and velocity semblance results
in the time and frequency domains. Casing waves are too small to be visible. P, S,
pR, and ST waves are seen in the array waveforms and marked in Fig. 4.16a. The
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Fig. 4.14 Horizontal section perpendicular to the borehole showing positions of fluid, casing,
cement and formation (Fig. 1 in Wang et al. 2018). The 4 parameters that are used to describe a
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velocity-time semblance in Fig. 4.16b gives the velocities of the modes. The modal
dispersion curves are plotted as dashed curves on the dispersion analysis contour
plots (from the FFS described in Chap. 3) in Fig. 4.16c.

The wavefield changes when the cement is completely replaced by fluid
(Fig. 4.15b). Casing modes leak into the fluid from both sides of the pipe (see section
z = 2.5 to 3 m). The first arrival in the borehole is a strong leaky casing mode. The
P-wave is difficult to see. The S-wave is also impacted by the casing modes. There
are two ST modes: one is inside the casing, and the other is in the fluid annulus
outside the casing. The wave modes in the time sequence (Fig. 4.17a) are the casing
(different order L modes), poorly defined S, dispersive pR waves, ST1, ST2 and the
Airy phase of the pR wave. The ST inside the casing has a higher velocity and the
ST in the fluid between the casing and formation has a lower velocity, as shown in
Fig. 4.17b, c.

For the case where cement is partially replaced by fluid to form a fluid annulus,
the wavefield snapshot is shown in Fig. 4.15¢c. The wavefields are similar to the “no
cement” case in Fig. 4.15b. One difference between these two models is the ampli-
tudes of different modes. Another is that the ST2 wave in Fig. 4.15c¢ is slower than
the wave in Fig. 4.15b. Figure 4.18 shows the waveforms and velocity determination.
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Fig. 4.15 Vertical section through a 60-cm diameter model (including formation) with a 10-kHz
monopole source centered at z = 0 m, showing acoustic waves at t = 0.8 ms for (a) good cement
(r=122mm,d =0, 0 = 0°, and ¢ = 0°), (b) no cement (r = 122 mm, d = 48 mm, # = 360°, and
@ = 0°), (c) fluid annulus at the casing-cement interface (r = 122 mm, d = 16 mm, # = 360°, and
@ = 0°), and (d) fluid annulus at the cement-formation interface (r = 154 mm, d = 16 mm, 6 =
360°, and ¢ = 0°). The two innermost lines at approximately x = 0 are the inner boundaries of the
casing, the two outermost lines are the boundaries between the borehole wall and formation, and
the other two lines are the outer boundary of the casing. The source position is marked by a white
star
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Fig. 4.16 a Array waveforms in a well-cemented cased hole with a centralized receiver and a point
monopole source (10 kHz) located in the borehole fluid. b Velocity-time semblance contour plot.
¢ Frequency analysis contour plot. Fig. b and ¢ are from Fig. 5 in Wang and Fehler (2018a)

The first arrival is the casing wave, and it has the same arrival time as that in the
free casing case in Fig. 4.17a. Because the fluid layer next to the casing is thin, the
amplitude of the casing wave in Fig. 4.18a is smaller than that in Fig. 4.17a. Casing
modes interfere with the P-wave, so the P-wave is not distinguishable. It is not easy
to discern the arrival time of the S-wave. The ST1 and ST2 waves are not easy to
identify due to the strong interference of pR waves. The velocities of S, pR, ST1, and
ST2 can be found in the velocity-time semblance plot (Fig. 4.18b). The casing-wave
velocity is larger than the formation P-wave velocity. The separation between the
two ST waves becomes larger than those in the free casing model due to the slower
ST2. Different modes can be identified by dispersion analysis in Fig. 4.18c.

If the fluid annulus exists at the cement-formation interface, the casing waves
become slower. In this case, the first arrivals could be mistaken for formation waves,
as shown in Fig. 4.15d. The P-wave in the formation is weaker than that in the well-
bonded case. Figure 4.19 shows the waveforms and velocity analysis. The casing
wave arrival from Fig. 4.18a is shown with a red line. The visible first arrival is
between the casing wave and the formation P-wave. The dispersive modes consist of
different L modes propagating in the casing and cement, including L1, L2, and L3
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Fig. 4.17 Isthe same as Fig. 4.16 except for the case where cement is completely replaced by fluid.
Fig. b and c are from Fig. 5 in Wang and Fehler (2018a)

in Fig. 4.19c. The P-wave velocity cannot be determined. The S-wave velocity can
be determined from the semblance and from the velocity of pR wave at the cutoff
frequency, as shown in Fig. 4.19b. The appearance of ST2 can be used to distinguish
the model from the well-bonded cement case in Fig. 4.15a (Wang and Fehler 2018a).

The ST2 wave is sensitive to the thickness of the fluid in the annulus. There is no
significant difference between the ST2 waves in Fig. 4.15c, d. This demonstrates that
the ST2 wave velocity is not sensitive to the location of the fluid annulus. Figure 4.20
shows the velocities of the ST1 and ST2 waves for different thicknesses of fluid next to
the casing when the fluid completely surrounds the casing (6 = 360°). The velocities
of the ST waves increase as fluid thickness increases.

In poorly cemented wells, a fluid channel may exist only in a small portion of
the cement. This indicates @ in Fig. 4.14 is not 360°. Figure 4.21 shows an example,
where the parameters of the fluid channel are (r = 122 mm, d = 16 mm, § = 90°,
and ¢ = 0°). The snapshot shown in Fig. 4.21a has a mixture of the wavefields
shown in Fig. 4.15a, b (or Fig. 4.15c¢). The first arrival is a weak casing mode. ST1
and ST?2 can be observed in the wavefield. The symmetry of the wavefield is broken
because the model is nonaxisymmetric. The wavefield cross section at z = 2.5 m in
Fig. 4.21b shows that the casing modes are affected by the fluid annulus. The mode
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Fig. 4.18 Is the same as Fig. 4.16 except for the case where the 16 mm fluid annulus replaces the
cement next to the casing. The values of parameters defined in Fig. 4.14 for the fluid annulus are
(r=122mm,d = 16 mm, = 360°, and ¢ = 0°). There is a fluid annulus between the cement and
casing. Fig. b and c are from Fig. 10 in Wang and Fehler (2018a)

in the borehole is not symmetrical. The time of the first arrival, marked with a blue
line in Fig. 4.21c, is between that of the casing arrival (§ = 360° case in Fig. 4.18a)
and the formation P-wave, which demonstrates that the arrival time of the first arrival
is not only a function of fluid thickness d but also of #. The amplitude of the first
arrival is also a function of d and #. More detail can be seen in the experimental data
in Fig. 4.27. The ST2 is weak, and it is not easy to extract the dispersion when both
d and @ are small.

4.3.2 Dipole Source

In a well-cemented cased hole, a dipole source generates a small P-wave and a strong
and dispersive formation flexural wave (Fig. 4.22a). The good match, between the
dispersion analysis (contour plots) and the modal dispersion curves (dashed lines) in
Fig. 4.22¢ shows that the formation P- and S-wave velocities can be obtained from
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Fig. 4.19 Is the same as Fig. 4.16 except for the case where the 16 mm fluid annulus replaces the
cement next to the formation. The values of parameters defined in Fig. 4.14 for the fluid channel
are (r = 154 mm, d = 16 mm, # = 360°, and ¢ = 0°). The red line shows the casing arrival from
Fig. 4.18a. Fig. b and c are from Fig. 13 in Wang and Fehler (2018a)
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Fig. 4.20 Velocities of ST waves versus fluid thickness for r = 122 mm and 6 = 360°. a ST1 wave
in the borehole fluid. b ST2 wave in the fluid surrounding the casing
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Fig. 4.21 Snapshots and waveforms for a partial fluid channel case, where the parameters are (r =
122 mm, d = 16 mm, # = 90°, and ¢ = 0°). a Vertical section through 60-cm-wide borehole model
(including formation) with a 10-kHz monopole source centered at z = 0 m, showing acoustic waves
at t = 0.8 ms. b Horizontal section at Z = 2.5 m. The inner two circles show the casing boundaries
and the outermost circle shows the borehole wall. ¢ Array waveforms, where the red line shows the
casing arrival from Fig. 4.18a. and the blue line shows the first arrival of the waveform

a high-frequency dipole source in a well-cemented cased borehole. Waveforms also
serve as indicators of cement quality.

The wavefields are different if there is no cement or poorly-bonded cement.
Figure 4.23a shows the pressure snapshots for a free casing model where the cement
in the annulus is fully replaced by fluid. The snapshot for the low source frequency
(2 kHz) in the upper plot shows that there are three flexural modes, one fast flexural
mode propagating along the casing (casing F2) followed by a formation flexural
mode and the slowest casing flexural mode (casing F1). These modes exhibit perfect
dipole characteristics. The formation flexural wave is the first arrival at the receivers
in the borehole fluid because casing F2 is invisible in the borehole fluid. Casing F1
arrives later. The prominence of the formation flexural wave infers that the formation
S-wave velocity can be determined from the flexural velocity at the cutoff frequency
(Fig. 4.23d) when a low frequency dipole tool is used.
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Fig. 4.22 a Snapshots (x—z profiles) of the wavefield at 2 ms for a cased-hole with good cement
and a 10 kHz dipole source. Point sources at (0.004 m, 0, 0) and (0.004 m, 0, 0) with opposite
phases are used to simulate the dipole source. b Array waveforms. ¢ Dispersion analysis, and the
modal dispersion curves are plotted with dotted lines

However, the formation flexural wave is not the first arrival when the source
frequency is above the cutoff frequency of the higher-order casing modes. The snap-
shot in the bottom panel of Fig. 4.23a, the dense array waveforms (Fig. 4.23c) and
dispersion analysis (Fig. 4.23e) show that the higher-order casing modes propagate
faster than the formation flexural mode. Higher-order casing modes such as F2, F3,
F4, and F5 (arrival times marked with lines in Fig. 4.23c) are faster than the forma-
tion flexural mode, and F1 is the slowest mode. The casing modes vary with source
frequency, where higher frequency sources excite larger amplitude higher modes
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Fig. 4.23 a Pressure snapshots for a cased-hole with no cement (only a fluid annulus) for source
frequencies of 2 kHz (top) and 10 kHz (bottom). The source position is the same as that shown in
Fig. 4.22a. b and c are array waveforms for source frequencies of 2 and 10 kHz, respectively. d and

e are the dispersion analyses for b and ¢, respectively. Modal dispersion curves are plotted as solid
dashed lines. Formation P and S velocities are shown with horizontal lines

(such as F2, F3, F4, F5, and even F6). The amplitude of F1 decreases as source
frequency increases.

Although a leaky P mode is excited by the high-frequency dipole source, it is
difficult to identify in Fig. 4.23c. The interference from casing modes obscures this
mode and hinders the formation P-wave velocity determination.
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Two formation flexural modes propagate at S-wave velocity at their respective
low frequency cutoffs. The dispersion analysis in Fig. 4.23e helps to identify the
modes and enable the S-wave velocity measurement. A low-pass filter with a corner
frequency lower than 5 kHz also helps to distinguish the formation flexural wave.

Based on the above examples and discussions, the monopole and dipole wavefields
in a cased borehole can be summarized as follows:

(1) The wavefields are strongly affected by the quality of the cement bond. In a
poorly cemented hole, it may be difficult to determine the formation P and S
velocities from the monopole measurements.

(2) With a dipole source, there are casing flexural modes, leaky P (present only at
high frequency), and formation flexural modes. Casing modes disappear if the
casing is perfectly cemented. Data from a high-frequency dipole tool can be
used to determine the P and S velocities from a leaky P and prominent flexural
modes, respectively.

(3) When there is no cement (i.e., free pipe), the leaky P mode becomes invisible.
The S-wave velocity can still be obtained from the flexural velocity at the low
frequency limit.

4.3.3 Quadrupole Source

A quadrupole source in a well-cemented cased hole can be used to determine the
formation P and S velocities. A low frequency source (4 kHz shown in Fig. 4.24a)
excites formation screw waves, which can be used to determine the formation S-wave
velocity. The formation P-wave velocity can be obtained from leaky P-waves at high
frequencies, which is seen as the first arrival (Fig. 4.24b, c¢) and is followed by the
formation screw wave. The high-frequency quadrupole tool can be used to determine
both P- and S-wave velocities.

The casing modes appear when the casing is not well-cemented. Figure 4.25a
shows the pressure snapshot of a 4 kHz quadrupole source in a free casing model.
The formation screw wave is followed by the casing Q1 mode, which has a very
slow propagation speed. The wavefield is different when the source frequency is
high (such as 10 kHz in Fig. 4.25b), and the higher-order casing modes appear ahead
of the formation screw wave (or formation quadrupole). The Q1 becomes weak
due to the high source frequency and is overridden by formation screw waves. The
formation screw wave can be used to determine the S-wave velocity (Fig. 4.25c, d).
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Fig. 4.24 a and b Pressure snapshot of the quadrupole wavefield in a perfectly cemented bore-
hole model. Time and source frequency are listed on the plots. ¢ Array waveforms excited by a
10 kHz quadrupole source. d Dispersion analysis (contour plots) of the waveforms in ¢. The modal
dispersion curve is plotted as a dashed line

4.4 Cement Bond Evaluation

As a step in well completion, cement is injected into the annulus between the casing
and formation. The permeability of intact cement is less than 0.1 mD (Lecampion
et al. 2011), and proper cementation ensures hydraulic isolation between the forma-
tion and well and between layers and prevents fluid seepage along the casing. Proper
cementing helps to avoid accidents such as the major oil spill in the Gulf of Mexico
in 2010 (Deepwater Horizon Study Group 2011). For other applications, such as
underground gas storage (Shahvali et al. 2014) and CO, storage (Lecampion et al.
2011), a good cement bond is critical for all aspects of safety.

Many technologies are utilized to evaluate the quality of cement bonds. These
include temperature logging while the cement is setting, radioactive tracers, GR-
density logs, thermal neutron decay time logs, “noise” logs, and acoustic logs.
Acoustic methods are the major tools for cement bond evaluation. Acoustic methods
can be divided into two categories: sonic (approximately 20 kHz) and ultrasonic
(several hundred kHz).
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Fig. 4.25 Pressure snapshot of the quadrupole wavefield in a borehole model where the cement is
replaced with fluid. Time and source frequencies are listed on the plots. ¢ Array waveforms excited
by a 10 kHz quadrupole source. d Dispersion analysis (contour plots) of the waveforms in d. The
modal dispersion curves are plotted with different curves: blue for Q1, red for formation quadrupole
modes, and dashed lines for higher casing modes

4.4.1 Sonic Methods

The sonic method, which has been extensively used in early applications (Pardue
et al. 1963), is a qualitative or semiquantitative method. The attenuation and arrival
time of the first arrival are measured to determine the cement conditions (Fig. 4.26).
Attenuation is mainly caused by the shear coupling of the material behind the casing
(Jutten and Hayman 1993). In general, high and low attenuations correspond to a
good and bad cement conditions, respectively.

44.1.1 Cement Bond Log/Variable Density Log (CBL/VDL)

The first-generation cement evaluation method is the cement bond log (CBL). The
CBL measures the attenuation of the first arrival (Pardue et al. 1963). The method
is used primarily to evaluate bonding between the cement and casing (Interface I
in Fig. 4.26). Several factors, such as the thickness of the cement (Walker 1968;
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Jutten and Parcevaux 1987; Jutten and Corrigall 1989), mud properties, tool eccen-
tricity, casing eccentricity, and micro-annulus (Jutten and Hayman 1993), affect the
measurement.

The introduction of full waveform recording and variable density displays (VDL)
has provided a greatly enhanced capability for cement bond evaluation. The combi-
nation of the two methods CBL/VDL reinforces evaluation at both the cement-casing
and cement-formation interfaces. A typical tool for cement bond logging is shown in
Fig. 4.26. The industry standards of CBL/VDL are a 3-feet spacing for recording the
casing wave (CBL) and a 5-feet spacing for the full waveform (VDL) acquisitions.

A monopole transducer with a source center frequency at approximately 20 kHz
is used, and only the amplitude of the first wave trough is recorded in the CBL to
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evaluate the bonding between the cement and casing (interface I in Fig. 4.26). The
mode utilized in the CBL method is one of the leaky modes of the L. The experimental
results in Fig. 4.27 show that the amplitude of the first arrival is sensitive to the
fluid parameters d and @ (see definition in Fig. 4.14). In real applications, if the
cement is fully replaced with fluid, the first arrival amplitude is used for calibration
(or normalization) to eliminate the effect of the casing size. However, it may be
difficult to find a borehole section where the cement is fully replaced by fluid. Other
issues, such as the cement type, cement thickness, and tool eccenterings, also change
the amplitude. To overcome these barriers, an array of transducers are employed to
determine the actual spatial attenuation rate of the signal and reduce the effects of the
borehole fluid, temperature, pressure and tool eccenterings (Gollwitzer and Masson
1982).

To evaluate the CBL/VDL type cement bond logging methods, we calculated
synthetic seismograms for different cementing conditions (Fig. 4.28). The source is
a 10 kHz monopole. The properties of formation F1, cement, casing, and fluid are
listed in Table 4.1. The sonic log waveforms shown for five cases display significant
variation for different cementing conditions. Free casing, seismograms are dominated
by casing arrivals. For a well-cemented case, formation arrivals are the prominent
modes. The presence of a fluid annulus between the casing and cement enhances
the casing arrival. A fluid annulus between the cement and formation produces first
arrivals controlled by the combined steel-cement properties. Formation arrivals can
be extracted when the thickness of the fluid annulus is small (a few millimeters).

The calculated logs can be compared to the field data examples shown in Figs. 4.29
and 4.30 (Figs. 5 and 7 from Brown et al. 1970). Figure 4.29 shows the data collected
in a borehole with free casing. The first arrival time is small and its amplitude is large.
These values indicate that the first arrival is a casing mode. The VDL displayed in the
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Fig. 4.27 CBL amplitude varies with fluid channel parameters d and . Definitions of parameters
0 and d are shown in Fig. 4.14. a Experimental results for various cement thicknesses (D-d) when
the water (f = 360°) appears at the casing-cement interface. Data extracted from Fig. 8 in Walker
(1968). D is the annulus thickness between the casing and formation. b Experimental results for
various @ values when d is the annulus thickness. Data extracted from Fig. 21 of Pardue et al. (1963).
Borehole diameter is 7.75 in. (20 cm). A 5.5 in. (14 cm) outer diameter industry casing was used
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Fig. 4.28 Synthetic logs for different cementing conditions. The source-receiver offset is 1.5 m.
The models are shown in the left column and the VDL logs are shown in the right column. There is
one trace per foot. “I” indicates the casing-cement interface and “II”” indicates the cement-formation
interface. “Good” means that the cement is well bonded. “Free” means that there is no cement in
the annulus between the casing and formation. The elastic parameters and geometries of the models
are listed in Table 4.1. Formation F1 is used
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Fig. 4.29 Field example of CBL/VDL log in a free casing. The VDL log shows strong casing
waves and no formation waves (Fig. 5 from Brown et al. 1970). The source-receiver offset is 1.5 m

third track shows a clear casing wave and is similar to that shown in Fig. 4.28. The
casing waves are parallel due to the uniform casing transit time. The high contrast
of dark and white stripes illustrates the large amplitudes of the waves.

Figure 4.30 shows another example of the CBL/VDL measurement. In this section,
the casing is in a well-cemented well. A Gamma ray log in the first track shows the
formation lithology, which is shale above 9590 ft and sandstone below 9590 ft. The
casing amplitude in track 3 is nearly zero. The VDL shows weak casing arrivals and
strong formation arrivals, similar to the well-emented case in Fig. 4.28. In the shale
section, the formation waves arrive very late. In the sandstone section, we observe
the P-wave and pR-wave arrivals. This section is comparable to the “Good cement”
case shown in Fig. 4.28.

CBL/VDL measurements have been extensively used for cement bond evaluation
for many decades. Logistically, these measurements are easy to deploy and can
detect major flaws in cementing. CBL/VDL measurements are efficient and useful
for an overall cement bond evaluation. CBL/VDL measurements, which have served
the industry well for many decades, have some shortcomings that include a lack of
angular resolution and inability to properly determine channels in cement.
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Fig.4.30 Field example of CBL/VDL login a well cemented borehole. CBL indicates good cement.
The VDL log shows weak casing waves and strong formation waves (Fig. 7 from Brown et al. 1970).
Mud arrivals indicate the borehole fluid wave velocity

A low resolution occurs in the borehole axis direction because only the amplitude
of the first arrival at the 3-ft offset receiver is used. A possible solution is to obtain the
attenuation between receivers at the 3 and 5-ft offsets, which improves the resolution
along the borehole axis from 3 to 2 ft. Another issue is the lack of azimuthal resolu-
tion because the measurement is averaged over all azimuths. The omni-directional
transducer and receivers in the CBL/VDL result in the measured bonding condition
being an average of the contribution from all azimuths. The experimental results in
Fig. 4.27 show that the first arrival amplitudes depend on both fluid thickness d and
coverage 6. The measured value provides an estimate that is some combination of d
and 6. Cement bond evaluation by sonic methods can be improved using azimuthally
distributed sources and receivers. Segmented bond logs (SBT or SBL) use azimuthal
measurements that can detect channels, irregularities and cement conditions. In this
case, transmitters and receivers are divided into 6 or 8 segments, each covering 60°
or 45° in azimuth, respectively. The sources and receivers may be held against the
casing. The source frequency may be as high as 100 kHz, but only the envelope of
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the waveform (approximately 20 kHz) is utilized in data processing. More details on
SBT or SBL will be given in Sect. 4.4.1.2.

The second challenge in the CBL/VDL is measurement in a borehole with
ultralow-density cement (density less than 1.29 g/cm?) (Ripley et al. 1981), which is
widely used. The CBL/VDL measurements are affected by the combined properties
of the casing and cement (Frisch et al. 2000).

In wells where the formation velocity is faster than the casing-wave velocity
(such as limestone or dolomite), the first arrival would be the formation arrival and
the interpretation of the CBL data to differentiate between good and poor bonds may
be difficult (Smolen 1996). The VDL presentation or the frequency-time analyses of
the full waveforms may help to characterize the bonding (Smolen 1996). Modeling
of the waveforms for different cement properties and formation velocities can assist
in the interpretation of the CBL/VDL logs.

4.4.1.2 Segmented Bond Logging Method

A segmented bond logging tool with multiple transducers and receivers at different
azimuths was introduced to improve the azimuthal resolution of the CBL/VDL in
the 1990 s. In a typical tool, there are 6 or 8 pads in the azimuthal direction to
obtain the full azimuthal coverage (each pad covers 60° or 45°). Different tools have
different designs of source and receiver arrangement, as well as different methods
for coupling to the borehole sidewall. Here we show a 6-pad tool to understand the
working principle of the method. Figure 4.31 shows the unwrapped configuration of
a segmented bond logging tool (Smolen 1996). There is one transducer (T) and one
receiver (R) on each pad and the pads, are numbered 1 to 6. Six separate measurements
are made at each depth with a 100 kHz source. Signals from the firing of each
transducer are received by four receivers in the adjacent four pads. For example, the
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Fig. 4.31 A unwrapped configuration of a segmented bond logging tool. The interval along the
propagation direction between two adjacent receivers is 15.24 cm
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waveforms at receiver pairs R2 and R3, and R6 and RS are recorded to calculate
the attenuation between the two receivers (such as those between R2 and R3) when
transducer 1 (T1) fires.

The pads are pressed against the casing. There are also some tools where only the
transducer and receiver on the same pad are used for each measurement.

Because the 100 kHz ultrasonic frequency is used in the SBL, the excited mode is
L(0,2) or Sy. In field application, the envelope of the first 5 periods of the waveform is
obtained to simulate 20 kHz waveforms to calculate the attenuation (Song et al. 2012).
Thus, it is still a sonic method. From the incidence angle-frequency relationship of
different modes (Fig. 4.12b), it may be possible to use relatively large incident angles
to excite Sg or L2 to L5.

In summary, a segmented log is an azimuthal CBL measurement that addresses the
azimuth resolution problem. Other limitations of the CBL/VDL method still exist.

4.4.2 Ultrasonic Methods

The examples in the previous section showed that conventional acoustic logs can be
used to determine whether the casing is well-cemented, very poorly cemented, or
a free pipe. The channels and very thin fluid layer between cement and casing and
cement and formation are difficult to detect. CBLs that operate at ultrasonic frequen-
cies were developed for high-resolution cement bond evaluation. An ultrasonic tool,
such as a pulse-echo device (see Fig. 4.32), overcomes some deficiencies of the
conventional sonic logging tool. The ultrasonic methods were initially employed
as caliper measurements and for wellbore imaging (Havira 1979) in uncased bore-
holes. Then, these methods were used for imaging of the material behind the casing
(Hayman et al. 1991). The pulse-echo method utilizes the acoustic impedance
contrasts at interfaces between the cement, casing, and fluid. Cement does not touch
fluid unless there is a microannulus, which is either behind the casing or between
the cement and formation. Measurements are affected by various factors, such as the
cement and mud properties. For example, a low-density cement (density is less than
1.29 g/cm®) (Ripley et al. 1981) reduces the impedance contrast between the cement
and borehole fluid. Heavy mud used in deep water reduces the impedance contrast
(Hayden et al. 2011). The low acoustic impedance contrast between the cement and
borehole fluid affects the sensitivity of the pulse-echo method.

The pitch-catch method (van Kuijk et al. 2005; Herold et al. 2006; Morris et al.
2007, Froelich 2008), introduced to complement the pulse-echo, has transmitter and
receivers as shown in Fig. 4.32. The waves propagating in the casing, cement, and
annulus are recorded. The pulse generated by the inclined transmitter propagates
along the casing and is reflected from the interfaces behind the casing. The waves
are received by both receivers. By combining the pulse-echo and pitch-catch tech-
niques, the reflection from the interfaces located behind the casing-cement interface
can be identified. The combination of the pulse-echo and pitch-catch measurements
provides the P-wave impedance and shear attenuation of the annulus material and
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Fig. 4.32 Schematic diagram of pulse-echo and pitch-catch measurements. The pulse-echo is
shown in the left part of the figure. A pulse from the transducer (a black rectangle next to the
gray line in the borehole center) is fired. The echo from the borehole wall at normal incidence is
recorded by the same transducer. The right part of the figure shows the pitch-catch measurement.
Three inclined transducers are used in the pitch-catch measurement: one transmitter (T) and two
receivers (R1 and R2). The angles of the transducers can be adjusted according to the specifics of
the cased hole. More detail about the pitch-catch method can be found in Fig. 4.36 in Sect. 4.4.2.2

the reflections from various interfaces. These can be used to image and characterize
the material behind the casing. Simultaneously, a rotating measurement provides
azimuthal resolution and obtains images of the casing surface.

4.4.2.1 Pulse-Echo Method

Figure 4.33 shows the principle of the pulse-echo method. The received echo is the
result of multiple transmissions and reflections on the inner and outer interfaces of
the casing, and layers behind the casing. The time delay between different reflections
from inside and outside the pipe is used to measure the pipe thickness. Amplitudes
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Fig. 4.33 Measurement principle of the pulse-echo technology. Left: Multiple reflections and
transmissions. Right: The attenuation and time delay of multiple reflections (from Fig. 1 in Hayman
etal. 1991)

of reflected echoes can be used to infer the impendence difference between the
materials.

A synthetic example is used to illustrate the data and processing method
(Fig. 4.34). The parameters of the model are similar to those in Fig. 4.7. The casing
is perfectly bonded with ultralow-density cement. The source center frequency is
200 kHz. The total wavefield and waves attributed to different layers are shown in
Fig. 4.34a.

The reflection I1 from the first acoustic interface (inner wall of casing) is modeled
using a half space fluid-steel interface by replacing the cement and formation with
the steel casing in the model, which is shown in Fig. 4.26. Partial reflection from
the second acoustic interface (between the casing and cement), 12, is modeled by
assuming an infinitely thick cement. I3 in Fig. 4.34a is obtained by subtracting 11
and 12 from the full waveform. The waveform includes the reflection from the third
acoustic interface (between the cement and formation) and multiple reflections in
the casing and cement layer. The different reflections can be observed in the full
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Fig. 4.34 a Full waveform and reflections from different acoustic interfaces in the pulse-echo
technology. b Spectrum of waveforms. Labels 11, 12, and I3 are the reflections at the first (casing
inner interface), second (casing-cement), and third (cement-formation) interfaces, respectively
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waveform. The waveforms marked with arrows can be used for determination of the
material impedance behind the casing.

It has been suggested (e.g. Zeroug and Froelich 2003; Sinha and Zeroug 1999;
Miller and Stanka 1999) that the waveform in the dashed rectangle in Fig. 4.34a
can be used for determining the bonding condition of the third acoustic interface
(bonding interface I7). The small amplitude of this wave train includes the reflection
from the third acoustic interface and multiple reflections in the casing. The wave train
is affected by the bonding condition of both the second and third acoustic interfaces.
An elaborate deconvolution method may help identify the different echoes. It is
reasonable to state that the ultrasonic pulse-echo faces challenges in the evaluation
of bonding conditions at different interfaces.

The determination of casing thickness is useful for old wells or for determining
corrosion. The frequency spectra of the full waveform and of the 12 reflector are
shown in Fig. 4.34b. In a real measurement, the “notch” in the amplitude spectra
may not be significant in the variable downhole environmental conditions because
the amplitude spectra are highly dependent on transducer variations and borehole
fluid attenuation. The group delay (GD) of the spectra is used: GD = —d¢(w)/dw,
where @(w) is the phase spectra. The notch frequency position in the GD is used
to determine the casing thickness. The depth and width of the notch are used to
determine the annulus impedance (Hayman et al. 1991; Thierry et al. 2016) because
the deep notch indicates a strong impedance contrast.

The inversion for the impedance of annulus material was initially based on a simple
one dimensional (1D) three-layered model where the borehole fluid impedance
(Zmud) is the input parameter and the casing thickness (d) and annulus material
impedance (Zcmt) are the two output parameters. Plane wave propagation (only P-
wave) is assumed in the model. One model used in industry is B =k, Zcmt + k3Zmud,
where B is the width of the notch in the GD. k; and k; are constants (Kuijk et al.
2006). The inversion scheme is very sensitive to the accuracy of Zmud because the
errors in the Zmud are amplified 5 times in the estimate of Zcmt (Thierry et al. 2016).
Several methods are commonly used in industry, such as free-casing calibration and
dedicated mud measurement cells.

A calibration in the free casing (no cement behind the casing) is a reliable
method for estimating Zmud, but it is not easy to find a free casing section in actual
measurement situations and the mud property may vary with depth and azimuth.

Figure 4.35 shows an example of the dedicated mud measurement, where two
measurements are conducted with a pulse-echo tool. First, the transducer faces a
built-in target steel plate to measure the in-situ mud wave velocity because the
downhole temperature and pressure change the properties of the mud. Second, the
reflections from the casing and material behind the casing are obtained. For the
material impedance calculations, the properties of both the casing and mud are used.
Azimuthal imaging is archived by rotating the transducer 360° inside the casing.
Moving the tool along the borehole axis provides the depth coverage.

Wave propagation in the pulse-echo method can be modeled by a simple layered
model due to the high frequency. The multiple reflections complicate the waveform.
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Fig. 4.35 Two measurement modes of pulse-echo technology (modified from Hayman et al. 1991).
a Down hole fluid wave velocity measurement. b Cement bond measurement

Using the first pulse as the source wavelet, other reflections can be identified by
deconvolution.

Challenges for the application of pulse-echo measurements originate from the
difficult downhole environment caused by the necessity for safety and environmental
protection because the cement bond is evaluated after well construction in addition
to over the entire life of the well. Additionally, in heavy mud, a thick, large diameter
casing is common. In these cases, lower source frequencies are used and the curva-
ture of the casing cannot be ignored. Simultaneously, casing eccentering should also
be considered in the inversion. An advanced full waveform inversion method based
on a 3D model has been proposed (Zeroug et al. 2016). In the inversion method,
the synthetic full waveform from 3D modeling is used to match the recorded wave-
forms, where both P-and S-waves are included, and Zmud, d, and Zcmt are the
output parameters. To improve the efficiency of the pulse-echo method in the heavy
mud environment, an advanced ultrasonic transducer needs to be developed that has
improved sensitivity and a broader frequency bandwidth. For example, medical ultra-
sound transducers may be reengineered for downhole measurements (Thierry et al.
2016, 2017).

4.4.2.2 Pitch-Catch Method

The pitch-catch method (see schematics in Fig. 4.32) employs mode A, (see
Fig. 4.12a) to obtain the shear wave attenuation of the material (cement or others)
behind the casing and the reflection from the cement-casing interface (Zeroug and
Froelich 2003).

The effective excitation of mode Ay and suppression of other modes can be
archived by choosing the source frequency and incidence angle. Knowledge of the
group velocity dispersion can help in choosing the source frequency. The group
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velocity dispersion curve of Ay has a very slight dispersion when the frequency is
higher than a certain value (fy) (Fig. 4.36). The f; is a function of pipe thickness and
increases with decreasing thickness. It is approximately 100 kHz for a 14-mm-thick
pipe and approximately 200 kHz for a 5-mm-thick pipe. Once the source frequency
is selected, the incidence angle can be determined from the relationship between the
frequency and incidence angle (shown in Fig. 4.12b) to effectively excite a pure Ay
mode.

To demonstrate the interaction of a wavefield with the casing, borehole fluid,
cement, and formation in the pitch-catch method, the simulated results are shown in
Fig. 4.37. The P and S velocities of steel pipe are 5860 and 3130 m/s, respectively.
The density is 7850 kg/m>. The Vp, Vs, and density of ultralow-density cement are
1600 m/s, 1000 m/s, and 1100 kg/m?3, respectively. The outer radii of borehole fluid,
casing, and cement are 100 mm, 105 mm, and 120 mm, respectively. The source
frequency and incidence angle are 240 kHz and 38°, respectively.

There are two modes in the casing: Sy, the fastest mode visible from z = 85 to
90 cm and Ay following Sy. The difference between those two modes can be seen
in the snapshot. There is only one color at a given offset indicating symmetrical
motion about the casing (white and black colors are positive and negative pressures,
respectively) for Sy, and there are two colors indicating antisymmetrical motion about
the casing for the Ag mode. The leaky Ay is clear on both sides of the casing. The
leaky Ay in the borehole fluid is the first arrival received by the receivers.

The Ay in the annulus (between the casing and formation) is reflected from the
third interface and transmitted into the casing and then leaks into the borehole fluid
as the secondary leaky mode, marked as TIE (third interface echo) in Fig. 4.37. The
energy in the annulus is different in the two models. There is more leakage into the
borehole when the casing is perfectly cemented.

The waveforms at two receivers, 30 and 36 cm from the source, are shown in
Fig. 4.38. The first distinct wave (approximately 140 ms) is the primary leaky Ay
mode from the casing. The second wave is the reflected wave from the third acoustic
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Fig.4.37 Pressure wavefield snapshots at 75 us for two models with the pitch-catch method (Fig. 11
in Wang et al. [2016a]). An illustration of the pitch-catch method is shown in Fig. 4.32. a Cement
fully replaced with fluid (free casing) model. b Cased and cemented (ultralow density) model. The
source frequency is 240 kHz, and the incidence angle is 38°. Layered plain models are used to
approximate the cased hole models at ultrasonic frequencies

interface (TIE). The amplitude of the TIE is relatively large due to constructively
interfering reflections at the third acoustic interface (cement-formation interface).
The shape and amplitude of the TIE depend on the cementing material. The TIE in
the slow cement case (Fig. 4.38b) is larger and less dispersive than that in the fluid
annulus case (Fig. 4.38a). Other factors such as attenuation, roughness of the third
interface, and casing eccenterings, also affect the TIE amplitude.

Because a high frequency is utilized in the pitch-catch method, the ray theory
can be used for interpreting the wavefield. The guided Aj Lamb mode in the casing
leaks energy into both sides of the casing. The direct leakage into the borehole fluid
provides the first arrival received by the receivers in the borehole fluid (Primary Ay
in Fig. 4.39). The leakage of Ay in the annulus (between the casing and formation)
depends on the contrast between the group velocity (V4 ) of the Ay mode at the source
frequency and the cement P-wave velocity (V). If V. is larger than V4, with the
exception of leaky waves, there are no P-related waves (P, P-P, and P-S) in the
annulus. Additionally, the S-P waves are not transmitted into the casing. In this case,
the cement is defined as fast cement and other cements (with V. below V 4 ) are slow
cement (van Kuijk et al. 2005). In slow cement, the waves in the annulus include P
and S related modes (P, S, P-P, P-S, S-P, and S-S). If the cement is fully replaced with
fluid, there is only the fluid P-wave in the annulus. The transmission angle is less than
that of the S-wave in Fig. 4.39. Part or all of the reflected waves (P-P, P-S, S-P, and
S-S) from the third acoustic interface (interface next to the formation) are transmitted
into the casing as Lamb waves. They leak into the borehole as the secondary leaky
modes (marked as TIE in Fig. 4.39). The primary Ao mode in the borehole (marked
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Fig. 4.38 Synthetic waveforms of a pitch-catch measurement (Fig. 12 in Wang et al. [2016a]).
a Free casing model. b Cased and cemented model. Solid and dashed lines are the waveforms at
the near (30 cm source-receiver distance) and far (36 cm source-receiver distance) receivers

Fig. 4.39 Ray path of the "

wave in a perfectly cemented Primary Ay . ! S
cased-hole using the ' ' Borehole fluid
pitch-catch method . ’ ~

as Ap in Fig. 4.37) is only affected by the material in the annulus. The attenuation of
the primary Ao mode is related to the shear attenuation of the material in the annulus.
A cross-plot (see the example in Fig. 4.40) between the shear attenuation and P-wave
impedance (from the pulse-echo method) can be utilized to distinguish low-density
cement from fluid to avoid ambiguity from using a single property.

Shear attenuation can be defined by o = 20logo(P;/P,)/AL (dB/cm), where P,
and P, are the amplitudes of the waves at two receivers separated by an interval AL.



122 4 Wave Propagation in a Cased Borehole ...

Attenuation, dB/cm

Nominal
Uncontaminated
Class G cement

Z, MRayl

Fig. 4.40 An example of Solid-Liquid-Gas (SLG) mapping using combined pulse-echo and pitch-
catch measurements (Fig. 8 in Van Kuijk et al. 2005). Z is the cement impedance from the pulse-echo
measurement and attenuation is obtained from the pitch-catch measurement

The shear attenuation from the waveforms in Fig. 4.38 are 0.864 and 1.165 dB/cm
for the free casing and for the ultralow-density cement, respectively.

In Sect. 4.4.2.1, the influence of casing eccentering on impedance determination
was stated. The attenuation determination is also affected by the casing eccentering
where the primary A0 mode is contaminated by the SO mode or others. Efforts are
devoted to extract the clear A0 mode used to calculate attenuation (Le Calvez and
Brill 2018).

4.4.2.3 Data Examples

Ultrasonic measurements were conducted in a full-scale experimental well shown in
Fig. 4.41. In the experiment, the inner radii of the casing, cement, and formation are
88.9,99.3, and 113 mm, respectively. The depth of the well is more than 14 m. There
are 6 segments in the model. Each 1.5-m-thick segment has different cementation
conditions. Segment 1: the cement is eccentered by 12 mm as shown in Fig. 4.41.
Segments 2 to 6 are the centralized models with a 3-mm fluid channel at the interface
between the casing and cement. The channeling angles (definition see 6 in Fig. 4.14)
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Fig. 4.41 Full-scale experimental well. The cements are separated into 6 segments each having a
height of 1.5 m. Numbers identify different segments with different cementing conditions. Segment
1 has cement with eccentering of 12 mm to model an eccentered casing. Segments 2 to 6 have
centralized casing with a 3-mm-thick fluid channel at the interface between the casing and cement.
The channeling angles (definition see 6 in Fig. 4.14) for cements 2 to 6 are 30, 60, 90, 180, and
360°

for cements 2 to 6 are 30, 60, 90, 180, and 360°. The P-wave velocity and density
of the formation are 3900 m/s and 2100 kg/m3, respectively. The cement density
is 1200 kg/m>. A standard industry 7-in. casing is used in the model. The P-wave
velocity and density of the borehole fluid are 1460 m/s and 1150 kg/m?, respectively.

In the experiments, the pulse-echo and pitch-catch measurements were conducted
together on a single tool. The configuration of the tool is similar to the schematic
diagram shown in Fig. 4.32. The distances from the source transmitter of the pitch-
catch to the pulse-echo transmitter, near and far receivers are 140, 250, and 350 mm,
respectively.

Figures 4.42,4.43, 4.44 and 4.45 show the data collected in segment 1 (eccentered
cement case), where the distance from the measurement location to the bottom of the
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Fig. 4.42 Polar plot of the pulse-echo measurement in segment 1, 0.847 m from the bottom of
the well in Fig. 4.41. The radius of the polar plot is time (unit, us). The azimuthal direction is the
azimuthal angle. Colors show the amplitudes of the waveforms. The horizontal and vertical axes
are time (unit: us)
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Fig. 4.43 Polar plots of the pitch-catch measurements in segment 1 of Fig. 4.41. a Near receiver.
b Far receiver. The measurement was conducted in segment 1, 0.847 m from the well bottom. The
radius of the polar plot is time (unit, us). The azimuthal direction is the azimuthal angle. Colors
show the amplitudes of the waveforms
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Fig.4.44 Pitch-catch and pulse-echo waveforms at selected azimuthal angles in eccentered cement
section (segment 1 in Fig. 4.41)
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Fig. 4.45 Polar plot of the pulse-echo measurements at segment 5 in Fig. 4.41. The radius of the
polar plot is time (unit, us). Colors show the amplitudes of the waveforms. The tool is eccentered
in the casing but the casing is centered in the borehole

well is 0.847 m. The measurement was conducted at all azimuthal angles. The data
are shown as a polar display. The radius is time (0 to 8000 us), and the polar angle is
the azimuthal direction. The amplitudes of the waveforms are shown with different
colors. Azimuth 0° is the direction where the casing is closest to the formation.
Figure 4.42 shows the pulse-echo measurement result. There is a strong event at
approximately 2000 us, corresponding to the initial echo from the casing inner wall.
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Subsequently, there are a number of weak circles that are echoes from the outer wall
of the casing (interface I) and the interfaces between the cement and formation as
well as multiples in the casing and cement. Echoes are attenuated with increasing
time. By measuring the attenuation, the properties of the cement bonding can be
determined (see additional explanation in Sect. 4.4.2). We can see from the figure
that the tool is not centralized because of the asymmetry in the arrival in different
echoes, where the azimuth 300° arrivals are later than the those at azimuth 120°.
Waveforms at azimuths of 280° and 50° are shown in Fig. 4.44a, b, respectively.
Figure 4.43 shows the measurements of the pitch-catch method. These measure-
ments are different from the waveforms obtained from the pulse-echo method. The
first event (circle approximately 2500 us) is the AO mode shown in Fig. 4.39. The
reflection from the cement-formation interface is at approximately 4500 us. The
waveforms at azimuths of 100 and 230° are shown in Fig. 4.44a, b, respectively.
Figures 4.45, 4.46, and 4.47 show the data collected from segment 5, where one-
half (180°) is well-cemented but the other half has a 3-mm-thick fluid channel at
the casing-cement interface. While the casing is centered in the borehole, the tool is
eccentered in the casing. Similar to Fig. 4.42, the tool is eccentered because the initial
echoes, approximately 2000 us, are not azimuthally symmetric. The TIE in Fig. 4.46
(marked with a dashed circle) is clearer than that in Fig. 4.43 because the casing
is centralized. The interface between the cement and formation can be observed
although it may not be clear at some azimuths (from 90 to 180° in Fig. 4.45). The
changing time difference at different azimuths between the Ay and TIE illustrates
the changes in the third reflection interface due to the 180° fluid channel behind
the casing outer wall. The waveforms from the pulse-echo near and far receivers
of the pitch-catch are shown in Fig. 4.47 for the same azimuths as those shown in

Near Receiver F_ar Reeiver

5000 (a) ] s000 (b)

5000 -5000
Time (us) Time (us)

Fig. 4.46 Polar plots for the pitch-catch measurements. a Near receiver. b Far receiver. The
measurement was made at segment 5. The radius of the polar plot is time (unit, us). Colors indicate
the amplitudes of the waveforms
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Fig. 4.47 Waveform at two azimuthal angles in segment 5 in Fig. 4.41

Fig. 4.44. The initial echoes in the pulse-echo are different at the two azimuths due
to the different cement conditions. In the data collected by the pitch-catch method,
the TIE amplitude is obvious at the azimuth angle of 230°, as shown in Fig. 4.47b.
However, it is not clear at 100° in Fig. 4.47a.

As presented in Sect. 4.4.2.2, the A0 mode at the near and far receivers can be used
to determine the shear attenuation and characterize the material behind the casing.
The attenuations obtained from the waveforms shown in Fig. 4.44 are 0.6094 and
0.6278 dB/cm for azimuth angles of 100° and 230°, respectively. The attenuations
are 0.5183 and 0.5537 dB/cm for azimuth angles of 100° and 230°, respectively, in
Fig. 4.47. The P-wave impedance can be obtained from the pulse-echo measurement,
and then, the material behind the casing can be determined.

4.5 Summary

In this chapter, wavefields in a cased hole have been discussed. Starting from the case
of a pipe immersed in fluid, coverage extends to the free casing, well-bonded casing,
and a series of poorly bonded cases. The cement bond evaluations using both sonic
and ultrasonic waves (pulse-echo and pitch-catch, respectively) were discussed. A
summary of the results is as follows:

(1) In monopole logging, there are casing modes, and P, S, pR, and ST waves in
the wavefields. The formation properties can be determined when casing is
well bonded. However, when the casing is not cemented, the P-wave becomes
submerged in the casing modes and the S-wave loses coherence. An additional
ST wave appears due to the fluid channel in the annulus. The formation velocity
determinations in poorly bonded cased holes are difficult and require extensive
modeling for the interpretation of waveforms.

(2) A dipole source induces a P mode (present only at high frequencies), flexural
mode, and some casing modes. Casing modes disappear if the casing is perfectly
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cemented. Data from a high-frequency dipole tool can be used to determine the
P- and S- wave velocities. If there is no cement (i.e., free pipe), the amplitude of
the refracted P-wave becomes very small. The S-wave velocity can be obtained
from the flexural-wave velocity at the low frequency limit.

In the quadrupole wavefields, there are casing quadrupole modes and formation
quadruple modes, which can be used to determine the S-wave velocity.
Cement bond evaluation methods include sonic and ultrasonic methods. Sonic
methods provide a general evaluation of cement integrity. Their azimuth reso-
lutions can be improved by the use of azimuthal sources and receivers. The
ultrasonic methods (e.g., pulse-echo and pitch-catch) provide the means for
high-resolution cement bond evaluation. These methods are slow and require
extensive effort for data interpretation.



Chapter 5 ®)
Acoustic Logging-While-Drilling oo

Acoustic logging-while-drilling (ALWD) is an advanced technology developed to
determine the formation properties in real-time while drilling. Its advantages include
obtaining formation properties while conserving drill-rig time, true formation infor-
mation without invasion, acquisition of information for drilling safety such as
over-pressured formations, and for geo-steering.

A multitude of technical problems need to be solved for successful application
of ALWD. These include the presence of the drill collar, harsh environment, data
transmission and noise associated with drilling.

In the early years, ALWD measurements followed the idea of the wireline sonic
time delay measurement (Aron et al. 1994) and recorded the times of the first arrival.
Transducers were installed in the collar approximately 12 m above the drill bit
(Minear et al. 1995). The schematics for four different tools, shown in Fig. 5.1,
illustrate the evolution of the ALWD measurements. From left to right, the tools
correspond to interval transit time, borehole compensation, monopole/dipole, and
multipole measurements. Following the developments in wireline logging, ALWD
introduced full waveform data acquisition, azimuthal coverage, and advanced trans-
ducers (Varsamis et al. 1999; Joyce et al. 2001). Now, ALWD tools include monopole,
dipole, and quadrupole sources and receivers (Leggett et al. 2001; Tang et al. 2002a).

In a multipole tool, the source may consist of several groups of transducers to
obtain different radiation patterns. Each group consists of several (usually 8) PZTs
(Piezoelectric transducers). Different source modes can be realized by controlling
the excitation of the transducers. Excitation of multiple sources with the same phase
generates a monopole source. The dipole source can be generated by positive excita-
tion on one half of the total PZTs and negative phases on others. For the quadrupole
source, the PZTs are divided into 4 parts. The amplitude of excitation and the source
pattern can be controlled to generate different source patterns. The source frequency
ranges from 2 to 20 kHz. The source-receiver distance usually is half of that of a
wireline tool due to the length limitation of the collar, approximately 10 ft (1 ft =
0.3048 m), and the receiver interval is between 1 and 2 ft.
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Fig. 5.1 Configurations for different tools (T, R and ASO are source, receivers and isolation,
respectively)
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Fig. 5.2 Spectrum of mud circulation signal recorded by an accelerometer when the drill bit is not
moving (Fig. 6 in Joyce et al. 2001). The vertical axis is time. The darker area indicates the larger
amplitude from the VDL display. The frequency of noise ranges from 1 to 6.5 kHz and the noise is
strongest between 1 and 2.3 kHz. The maximum is at 1.7 kHz

Drilling noise has a major effect on ALWD. The noise comes from mechanical
vibrations and fluid movements. Interaction of drill pipe, drill collar and the drill
bit with the formation, and mud circulation contribute to the noise. Examples of
noise spectra due to fluid circulation and drilling are shown in Figs. 5.2 and 5.3,
respectively (Joyce et al. 2001). Drilling noise has higher frequency than that of fluid
circulation. Fortunately, the noise decreases above 4 kHz.
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Fig. 5.3 Spectrum of drilling noise recorded by an accelerometer during drilling (Fig. 6 in Joyce,
et al. 2001). The vertical axis is time. The darker area indicates the larger amplitude from the VDL
display. A 6.75-in. drill pipe accompanied with a polycrystalline diamond compact (PDC) drill bit
is in an 833-in. borehole. The surrounding formation is a fast formation with a P-wave velocity of
approximately 4000 m/s. Drilling noise ranges from 1 to 3.5 kHz. Signals below 1 kHz have been
removed

5.1 Wave Modes in the Borehole with a Cylindrical Collar

The ALWD system consists of the drill collar, the fluid-filled borehole, and acoustic
sources and receivers, embedded on the drill collar. The influence of the massive
drill collar, inside the borehole, has a significant impact on the wavefields.

As shown in Fig. 5.4, there are four zones in the ALWD model cross section:
formation, outer fluid annulus, collar (or drill string), and inner fluid column. The
sources and azimuthal array receivers are embedded on the outer surface of the drill
collar. The source can be monopole, dipole, or quadrupole, as shown in Fig. 5.4a—c.

The expressions of the multipole source in the frequency-wavenumber domain
are,

Monopole:

o’ (k;, ) = poF(0)U (k;), (5.1a)

(b)

(a)

dipole (©) quadrupole

Fig. 5.4 Schematic diagram of ALWD model cross section. a—¢ Top-down view of the model
showing multipole ALWD sources and d side view of the model. Directions x, y, and z are marked
in the figure. The origin is the center of the innermost circle in a—c. The gray and white portions
of the ring source embedded on the outer surface of the drill collar are the positive and negative
phases of the source, respectively
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Dipole:
S 2 < sin(2m + 16,
o' (k.. ,0) = poF (@)U (k;)= Y ————=cos(2m + 1)0,0 < 6 < 7/2,
L S— 2m +1
(5.1b)
Quadrupole:
2 X sin2(2m + 1)6
0" (k2. ©.0) = poF (@)U (k:) = ”; % cos2(2m +1)8,0 < 6y < /4, (5.1¢)

where ¢® is source in the frequency (w)-wavenumber (k,) domain. 0 is azimuth angle
of the source. py is source amplitude. F(w) is the Fourier transform of the source time
history as described in Sect. 2.1.3.3. We use a Ricker wavelet. U(k,) is a distribution
function of a source with a height of h. U(k,) can be obtained from Eq. 2.27. 0 is
the half distribution angle of the transducers. m is a number to specify the mode.

With the boundary condition between fluid and solid, described in Sect. 2.1.3, the
characteristic equations for ALWD are,

[mijlizxiz - [ailizx1 = [biliax1, (5.2)

where the elements of a; are [a;] = [A}, A, B,, Cy, Dy, E,,, F, A% B%, B!, D', F'].
Superscripts i and o of the coefficients denote the inner fluid and outer fluid of the
collar, and ¢ denotes the formation related elastic terms. [b;]12x1 = [0, 0, 0, 0, O,
0,0,0,0,0, 0, 0] designates the source radiation. The elements of [m;j]iox12 are
given in Appendix A. By taking the determinant of [m;j]12x12 as zero, the analytical
dispersion curves are obtained and used in this chapter.

The displacement (5.3a) and stress (5.3b) potentials in the outer fluid column are
(Wang and Tao 2011),

oo
WG 0,k @) = 3 AL In(Fr) + ot (FO)+ B Kn(f7) = f Knsr(fr)]cosn, (5.3a)
n=0

P}’(r, 0,k, ) = praf[AZIn(fr) + B K, (fr)]cosn. (5.3b)
n=0

The wavefield in the space-time domain is (Tang and Cheng 2004),

o o0
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For acoustic logging-while-drilling (ALWD) modeling, two fast formations F1
and F2, and two slow formations S1 and S2 shown in Table 5.1 are used. The
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Table 5.1 Formation classification in wireline and LWD cases. V}, and V are the velocities of
the P- and S-waves, respectively; Vy is the P-wave velocity of the borehole fluid; Vg is collar
flexural-wave velocity at the source frequency range

Wireline formation classification LWD formation classification

Fast formations (V¢ < Vy) (1) Fast-fast formation (F1)
(Vf<Vsand Vg < Vp)

(2) Slow-fast formation (F2)

(Vi< Vsand Vp ~ or < V)

Slow formations (Vs < V¢ < Vp) (3) Conventional slow formation (S1)
(Vs < Vi< Vy)

(4) Very slow formation (S2)
(Vp & or < Vg, Vp/Vs > 2)

Table 5.2 Parameters for the LWD models. V, and Vj are the velocities of the P- and S-waves;
OR: outer radius, IF: inner fluid, OF: outer fluid, D: density; C12, C22, C32 are various collars used
for modeling

Vp (m/s) Vs (m/s) D (g/cm3) OR (mm)
IF 1500 - 1.00 27
OF 1500 - 1.00 117
Ci12 10,000 6000 7.85 90
C22 8000 5000 7.85 90
C32 5860 3300 7.85 90
Formation F1 4500 2650 2.40
Formation F2 3000 1800 2.00
Formation S1 2300 1000 2.00
Formation S2 2000 500 2.00

slow formations are also classified into slow (S1) and very slow (S2) formations,
as described in Sect. 2.3. Formations S1 and S2 in Table 5.2 are the slow and very
slow formations, respectively. The formation properties are the same as those used
in Chap. 2.

5.1.1 Wavefields in a Fast Formation

The ALWD wavefield is similar to that in the uncemented cased hole that was covered
in Chap. 4. Waves in ALWD are the longitudinal (L), flexural (F), and quadrupole (Q)
modes for the monopole, dipole, and quadrupole sources, respectively. In addition,
there are two Stoneley (ST) waves.
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5.1.1.1 Monopole Source

The dispersion curves for ALWD with a monopole source are shown in Fig. 5.5.
These are different from those in the cased hole (Fig. 4.18c) due to the presence
of a thick collar and small inner radius of the collar. In the monopole case, the L
modes move to a higher frequency range than those in the cased hole. Thus, there
are only L1 and L2 modes in the 0-25 kHz frequency range. In Fig. 5.5, the dashed
curves are for a collar immersed in an infinite fluid, and solid curves for a borehole
model with surrounding formation F1. Red curves show modes that are present only
when there is a formation. The dispersion curves of collar (L1 and L2 are shown in
Fig. 5.5) and inner ST modes are independent of formation properties because they
are the same for the two models with formation and formation replaced by fluid.
This indicates the velocity of L and inner ST modes are not affected by the formation
within the frequency range of interest. However, the excitation amplitudes of the L
and ST modes change with formation velocity and with frequency.

In the complex contour or branch-cut integration method (see Sect. 2.1.3.1), the
waveform can be calculated using the residue of different poles in Eq. 2.17. Those
poles are modes in the waveforms. The spectral amplitude of each mode is called
the wave mode excitation function. Figure 5.6 shows the excitation function (exci-
tation amplitude with frequency) of collar L1 and L2 modes for formations given
in Table 5.2. There are distinct differences between the excitation curves within an
infinite fluid (no formation in the model) and models with various formations. If
there is no formation in the model, the amplitude of the collar L1 (dashed curves in
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Fig. 5.5 Dispersion curves of the monopole LWD measurements. The collar is C32 and the forma-
tion is F1 (Table 5.2). Dashed curves are for dispersion when the collar is immersed in infinite fluid
(without a formation). Solid curves are for collar in a borehole embedded in a formation. The red
curves show modes (pR and Outer ST) that are present only when there is a formation. Red dots
are critical frequencies for formation F1 and F2 (see text)
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Fig. 5.6 Excitation function of L modes in the ALWD model in various formations. Collar is C32.
Formation velocities for different curves are listed in b and Table 5.2

Fig. 5.6) increases with frequency when the frequency is less than a critical frequency
(approximately 12 kHz). It reaches a peak at the critical frequency and then decreases
with frequency until 15 kHz. Although it increases with frequency above 15 kHz,
the amplitude is small. When the formation is included in the model, the situation is
different. For the dispersion curve of the collar L1 mode in various formations, there
is also a critical frequency. This is due to the existence of a pole close to the forma-
tion P-wave branch point (Yu 1984; Kurkjian 1985). At the critical frequency, the
velocity of L1 is equal to formation P-wave velocity (Zheng and Hu 2017b; He et al.
2017). The critical frequency varies with formation P-wave velocity. The critical
frequencies for formations F1 and F2 are 13.5 and 21 kHz, shown as red circles in
Fig.5.5. At the critical frequency, the L1 mode resonates with the formation P-wave.
This results in a large amplitude P-wave. Below the critical frequency, the amplitude
of L1 decreases when the formation velocity increases because collar L1 acts as a
leaky mode. More energy leaks into the formation when the formation velocity is
low. The collar L2 (second order collar longitudinal mode) is excited only at high
frequency. Most energy of the leaky L2 is reflected by the borehole wall. A formation
with a larger velocity (larger impedance) results in a larger amplitude of the collar L2
mode, as shown in Fig. 5.6b. As indicated in Fig. 5.6, there is a stop-band (frequency
range where L1 excitation is small) between modes L1 and L2 when the collar is in
an infinite fluid without a formation. However, the L1 mode that is reflected from
the borehole wall at high frequency makes the natural stop band between L1 and L2
no longer distinct when the formation is included in the LWD model.

Figure 5.7 shows side views of the wavefield pressure snapshots, calculated by
the 3DFD method described in Appendix B, for the monopole measurements within
formations F1 and F2. In the simulation, 36-point sources shown in Fig. 5.7a are used
to approximate the ring source. The source is located at z = 0 m and the receivers at
eight different offsets are located from z = 3 m to z = 4.05 m with 0.15 m separation
along the borehole. The source function is a 10 kHz Ricker wavelet. All 36-point
sources with identical phases are simultaneously fired for the monopole simulation.
The 36-point receivers are located around the collar at each receiver ring (8 receiver
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Fig.5.7 Model used for the ALWD simulation and pressure snapshots for amonopole source (Fig. 1
in Wang et al. [2017]): a horizontal cross section of the model; b side view. Pressure snapshots at
0.7 ms in the x-z profile for a centralized tool in fast formations F1 (¢) and F2 (d). The source is
at z = 0 and receivers are marked by circles in ¢. There are six white solid lines from z = —0.45 m
to z = 4.1 m. The two innermost lines are the boundaries of the inner fluid and the two outermost
lines are the borehole wall, and the other two lines are the outer boundary of the collar. Collar C32
is used

rings). Receiver azimuths are measured relative to receiver 1, where receiver 1 has
azimuth angle 0°, receiver 10 is at 90°, receiver 19 is at 180° and receiver 28 is at
270°. The dimensions of the simulation model are 0.6 m, 0.6 m and 4.55 m in X,
y, and z, respectively. The borehole center is (0, 0) in the x-y plane in Fig. 5.7a,
which indicates the coordinates for receivers 1, 10, 19 and 28 are (0.09, 0), (0, 0.09),
(—0.09, 0), and (0, —0.09), respectively.

The collar longitudinal (L) modes propagate as the fastest waves along the z
direction. The amplitude distribution of collar mode at z = 3.2 m and time 0.7 ms is
shown in Fig. 5.8. Note that energy is proportional to the absolute value of pressure
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amplitude. Most of the energy is trapped in the collar and it dramatically decreases
outside.

The formation P-wave, S and pR, and ST waves (marked in Fig. 5.7) follow in
sequence. The ST mode is the slowest mode in the wavefield. The P-wave motion
can be observed in formation F1 (Fig. 5.7c), even though it is submerged within
the collar L waves. The simulated array waveforms in Fig. 5.9a show the collar,
S and pR, and ST waves. Because the source and receivers are placed in the fluid
rather than in the collar, the amplitude of the observed collar wave is small. The
first 1.2 ms of the waveforms in Fig. 5.9a are amplified and displayed above the
main traces. The velocities are obtained from the array waveform using the time
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Fig. 5.9 Waveforms for a monopole ALWD tool in formation F1. Parameters of the collar and
formation are C32 and F1 in Table 5.2. a The array waveforms. b Velocity-time semblance plot.
The waveforms of the first 1.2 ms are amplified and displayed above the complete traces in a
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Fig. 5.10 Waveforms for a monopole ALWD tool in formation F2. Parameters of the collar and
formation are C32 and F2 in Table 5.2. a The array waveforms. b Velocity-time semblance plot.
The waveforms of the first 1.5 ms are amplified and displayed above the complete traces in a

semblance method, and are shown in Fig. 5.9b. Collar, S, pR, and ST waves stand out.
However, it is difficult to determine the P-wave velocity because of the interference
of high-frequency collar L waves.

The situation is different when the formation P-wave velocity is much lower than
the collar L-wave velocity. In the case of formation F2, shown in Fig. 5.7d, the P-
wave is clearly observed in the outer fluid column in the borehole. The calculated
waveforms for formation F2 are shown in Fig. 5.10a. The arrivals of collar, S, pR, and
ST waves are clearly observed. The velocity-time semblance analysis (Fig. 5.10b)
shows clear peaks for all modes.

In ALWD, the massive drill collar and associated waves dominate over formation
modes much more than in the case of wireline tools. It is thus tempting to seek
approaches to reduce the ALWD tool effects by obtaining the wavefields of the tool
without a formation and subtracting these from measurements in the borehole. This
was tested using the synthetic wavefields calculated for scenarios with and without
formation. Wavefield snapshots calculated for the ALWD model in formations F1
and F2 are shown in Fig. 5.7c, d.

The wavefield snapshots at 0.7 ms of the ALWD in fluid (without formation)
are shown in Fig. 5.11a. The two difference wavefields, between with and without
formations F1 and F2, are shown in Fig. 5.11b and c, respectively. A monopole 10 kHz
source was used for all calculations. In the wavefield for the model with a collar in
fluid without formation (Fig. 5.11a), the collar L modes dominate between 1.5 and
3.5 m. The inner ST mode is located approximately 1 m. The strong outer ST modes
are visible from 0.8 to 1 m. By subtracting Fig. 5.11a from Fig. 5.7c, we obtain the
wavefield shown in Fig. 5.11b. Although the P-wave becomes stronger in Fig. 5.11b
than in Fig. 5.7c, there are still residual collar waves that affect the formation P-wave
determination. The same phenomenon is also observed in Fig. 5.11c, obtained by
subtracting Fig. 5.11afrom Fig. 5.7d. The residual collar wave is clear. This illustrates
that the collar waves are affected by the formation surrounding the borehole.
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Fig. 5.11 Wavefield snapshots (0.7 ms) for a collar in fluid (without formation), b subtraction
between wavefields with formation F1 (Fig. 5.7¢c) and (a), and ¢ subtraction between wavefields
with formation F2 (Fig. 5.7d) and (a). Color scale is the same as Fig. 5.7d. The source frequency is

10 kHz

Subtracting the free tool wavefield from those obtained in the borehole, the P-
wave velocity determination in a fast formation is still a challenge, especially when
the velocity difference between the collar and formation P-waves is small.

5.1.1.2 Dipole Source

Figure 5.12 shows the dispersion curves for the dipole LWD measurement in models
with formation F1 (solid curves) and without formation (dashed curves). The red

Fig. 5.12 Dispersion curves
of the dipole LWD
measurements. C32 is the
collar and formation is F1.
The dashed curves are for
dispersion when the collar
immersed in an infinite fluid
(without a formation). Solid
curves are for collar in a
borehole in formation F1.
The red curves show modes
that are present only when
there is a formation
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Fig. 5.13 Dispersion curves for the interaction between formation flexural and collar F1 modes.
Formation F2 is used here. The red curves are the modes which only exist in the borehole model
with a formation

curves show modes that are present only when there is a formation. Collar flex-
ural waves, except for the fundamental mode (collar flexural F1), have large cutoff
frequencies.

The dispersion curve of the collar flexural wave (shown in Fig. 5.12) is only
affected by the properties of the collar when it is immersed in an infinite fluid.
However, the fundamental collar flexural wave (F1) interacts with the formation
waves when the collar and formation phase velocities are close. The details of this
interaction can be seen in Fig. 5.13, where formation F2 is used. The 1st and 2nd
order of formation flexural waves are marked by red curves. The cutoff frequencies
of these two modes are 2 kHz and 18 kHz. The velocity of 1st collar flexural mode
(F1) approaches that of the 1st formation flexural mode approximately 4 kHz (the
region marked by a dashed circle). It also approaches the 2nd formation flexural
mode at approximately 20 kHz. The strong interaction affects the determination
of formation S-wave velocity if a low frequency source is used. Identifying the
frequency range with least interference between modes is important for reliable
S-wave velocity determination.

Waveforms for a 10 kHz dipole source are shown in Fig. 5.14. The two modes,
the collar and formation flexural waves, can be identified in the seismograms and
in the velocity-time semblance plots. The formation flexural wave velocity is nearly
constant above 5 kHz and prominently shown in the velocity-time semblance plot
(Fig. 5.14b).
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Fig. 5.14 High-frequency dipole ALWD measurement (10 kHz) in formation F2 with collar C32.
a Array waveforms. b Velocity-time semblance. The mode identifications are marked based on the
dispersion curves in Fig. 5.13

5.1.1.3 Quadrupole Source

Figure 5.15 shows the dispersion curves for the quadrupole LWD measurement in
models with formation F1 (solid curves) and without formation (dashed curves).
There are two formation screw modes in the frequency range from 0 to 30 kHz,
with cutoff frequencies at 4 and 12 kHz, respectively. The collar screw mode Q1
disappears when the collar is put in a borehole surrounded with a formation. The
lowest order collar quadrupole mode is Q2 with a cutoff frequency approximately
10 kHz.

If the source frequency is above the cutoff frequency of the collar quadrupole
(or screw) mode, there are two modes as shown in Fig. 5.16. At high frequency, the
collar quadrupole mode as the first arrival with a small amplitude. It is followed by
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of the quadrupole LWD I
measurements for Collar 6 ! Q3 Q4
(C32 and formation F1. The ll Q2
dashed curves are for 5 I
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Fig. 5.16 High-frequency (10 kHz) ALWD quadrupole source in formation F1 (Vp = 4500 m/s,
Vs = 2650 m/s). a Array waveforms. b Velocity-time semblance

the dispersive 1st order formation screw mode with a relatively large amplitude. The
formation S-wave velocity cannot be determined.

There is only a 1st order formation “screw” mode when the frequency is low, such
as shown for the 4 kHz central frequency waveforms in Fig. 5.17a. The fundamental
formation “screw” wave has a strong dispersion at low frequency. Thus, there are
two peaks in the velocity-time semblance plot in Fig. 5.17b. The S-wave velocity can
be determined from the first peak (2 ms, 2.65 km/s). In summary, S-wave velocity
may be determined from both the 2nd order screw mode at high frequency and the
1st order screw at low frequency.
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Fig. 5.17 Low frequency (4 kHz) quadrupole ALWD source in formation F1. a Array waveforms.
b Velocity-time semblance
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5.1.2 Wavefields in a Slow Formation

5.1.2.1 Monopole Source

In this section, the monopole ALWD wavefields in the slow and very slow formations
(ST and S2) are presented.

The pressure wavefield snapshot at 1 ms for the 10 kHz monopole source in slow
formation S1 is shown in Fig. 5.18. There are only collar L, leaky P, and ST modes
in the wavefield. The ST modes are visible from 0.5 to 1 m. The leaky P-waves are
visible from 1 to 1.8 m. The wavefront at 1.4 m is oblique which indicates that there
is energy leakage into the formation. The collar L modes are from 1.8 m to the top
of the model. The leaky P-wave can be clearly observed due to the large velocity
difference between the collar L modes and formation P-wave velocities. The array
waveforms in Fig. 5.19a show the collar, P, and ST arrivals. The dispersion curves
in Fig. 5.19¢ include both the contour plot computed from the array waveforms
and analytical curves. The analytical curves (solid) show that there is no overlap
between collar L1 and leaky P-waves. The leaky P-wave in the array waveform is
visible and can be used for formation P-wave velocity determination (Fig. 5.19b).
The inner ST wave is very small and controlled by the property of inner fluid column
and the collar S-wave velocity. The outer ST wave is sensitive to formation S-wave
velocity and propagates with a velocity lower than the formation S-wave velocity.
Although the S-wave velocity may be determined from the outer ST wave dispersion
curve, the S-wave velocity may be determined directly from dipole and quadrupole
measurements.

The leakage of the P-wave becomes greater in the very slow formation. Dispersion
curves for formation S2 are shown in Fig. 5.20. The leaky P-wave velocity is close
to the formation P-wave velocity at low frequencies and to the borehole fluid-wave
velocity at high frequencies. For this reason, the source frequency is very critical for
accurately determining the formation P-wave velocity in the very slow formations.
A low frequency source is helpful (Tang et al. 2005; Wang and Tao 2011).

Another factor affecting the waveform is the borehole radius. In the very slow
formation, there may be borehole enlargement during drilling in the weak formation.
The effects of the source frequency and borehole radius are discussed below.
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Fig. 5.18 Pressure x-z profile snapshots at 1 ms for a centered monopole tool in slow formation
S1. The two innermost lines around x = 0 are the boundaries of the inner fluid. The two outermost
lines are boundaries of the borehole wall, and the other two lines are the outer boundary of the collar
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Fig. 5.19 High-frequency monopole ALWD measurement (10 kHz) in slow formation S1 in
Table 5.2 with collar C32. a Array waveforms. b Velocity-time semblance. ¢ Dispersion anal-
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Monopole waveforms (3 m offset) at five different source frequencies (2, 4, 6, 8,
and 10 kHz) in a very slow formation S2 are shown in Fig. 5.21. The waveforms
show three events: the early arrivals, including the collar and leaky P-waves, and ST
wave. In the real tool, when the source and receivers are placed on the collar body,
the amplitude of collar wave is strong. In this calculation, because the source and
receivers are placed in the fluid and not on the collar body, the amplitude of the collar
mode is very small so the waveform is amplified 20 times for display here. The large
amplitude leaky P-wave dominates the full waveforms at all source frequencies. The
ST wave amplitude rapidly decreases with the increasing source frequency. This is
similar to the case of wireline acoustic logging as described in Chap. 2.

The ST-wave velocity is lower than the formation S-wave velocity and the coher-
ence of the ST wave becomes weaker and the leaky P-wave velocity decreases as the
source frequency increases (Fig. 5.22).

Borehole radius also affects the waveforms. Figure 5.23a shows the collar wave (a
3-kHz source frequency) at 3.0 m offset with various borehole radii. The amplitudes
of the collar waves decrease with the increasing borehole radius. The leaky P-wave,
as shown in Fig. 5.23b, becomes larger with larger borehole radius. The ST wave
amplitude decreases when borehole radius increases as shown in Fig. 5.23c. The
relationship between the ST amplitude and distance to the borehole wall is similar
to that shown in Fig. 2.28d. The dispersion curve of leaky P-wave moves toward the
lower frequency when the borehole radius increases, as shown in Fig. 5.23d. P-wave
velocity can still be determined from the leaky P-wave.

The impacts of the source frequency and borehole radius on the measurements
suggest that a low frequency monopole source (lower than 3 kHz) can be used to
measure the P-wave velocity in slow formations.
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Fig. 5.22 Velocity-time semblance contour plots for the array waveforms (offsets from 3 to 4.05 m
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Fig. 5.23 Effect of borehole radius on the monopole LWD measurement in a very slow formation
(formation S2 in Table 5.2. a 3 m offset waveforms (collar wave) with various borehole radii. b 3 m
offset waveforms (leaky P-wave) with various borehole radii. ¢ 3 m offset waveforms (ST wave)
with various borehole radii. d Dispersion curves of leaky P-wave. Formation P-wave velocity is
shown by horizontal line
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5.1.2.2 Dipole Source

In the wireline case, direct measurement of the S-wave velocity in slow formations
can be done using a low frequency dipole tool. The flexural-wave velocity at the
cutoff frequency is equal to the formation S-wave velocity. Similar measurements
of S-wave velocity can be made by a dipole source in the ALWD case. However,
some complications arise because of interference by collar flexural waves (Tang et al.
2002; Wang et al. 2009).

Dispersion curves for the dipole AWLD wavefields for formations S1 and S2, are
shown in Fig. 5.24. The collar F1 and formation flexural modes cross at very low
frequency (marked with a red ellipse). The influence of the interference is shown by
wavefield snapshots at 2 ms (2 kHz dipole source) in formation S1 in Figs. 5.25 and
5.26. There are only two modes in the wavefield snapshots (Fig. 5.25), where the
highly dispersive collar flexural mode extends from 0.5 to 4 m and the low dispersive
formation flexural mode extends from 0.5 to 1.3 m. There is strong interference
between the collar flexural and formation flexural waves. The interference can also
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Fig. 5.24 Analytical dispersion curves of the dipole ALWD measurement in the slow formations
S1 (solid curves) and S2 (dashed curves). Geometrical and elastic parameters are listed in Table 5.2.
Collar C32 in Table 5.2 is used
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Fig. 5.25 Pressure x-z profile snapshots at 2 ms for a centralized dipole tool (2 kHz) in slow
formation S1. Sources are at (0, 0.09) and (0, —0.09). Horizontal white lines are described in
Fig. 5.18
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be found by comparing the top-down view (x-y profiles) snapshots at different depths
(z locations) in Fig. 5.26. The collar flexural wave dominates at z =2 m (Fig. 5.26b).
The interference of the collar flexural wave with the formation flexural wave makes
it difficult to determine the formation S-wave velocity.

In the array waveforms (Fig. 5.27a), the first arrival is the strongly dispersive
collar flexural wave, and its coda interferes with the arrival time of the formation
flexural wave. The velocity-time semblance contour plot in Fig. 5.27b also shows the
interference between the later part of the collar wave and formation flexural wave
from 2 to 4 ms.

There is no interference between the collar flexural and formation flexural waves at
high frequency due to the large velocity difference between them. However, the high-
frequency measurements must be corrected for dispersion effects to obtain the true
formation S-wave velocity. Figure 5.28a shows synthetic array waveforms generated
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Fig. 5.27 Low frequency (2 kHz) dipole ALWD wavefield in slow formation S1. a Array
waveforms. b Corresponding velocity-time semblance contour plot of the waveforms in a



5.1 Wave Modes in the Borehole with a Cylindrical Collar 149

(a) 4.2 (b) 3
4 25 :
/
3.8 —
/ v E 2} leaky P
E 36 v £
E /v é' 1.5
£ 34 / ]
o N o —
’ S 1 1 -
3.2r ]A \\_/_‘_wl
/" = flexural
3 W 0.5 |
Collar’ F1
2.8 0
0 1 2 3 4 5 6 7 0 1 2 3 4 5

Time (ms) Time(ms)

Fig. 5.28 High-frequency (10 kHz) dipole ALWD wavefield in slow formation S1. a Array
waveforms. b Corresponding velocity-time semblance contour plot of the waveforms in a

by a 10 kHz dipole source. The collar F1 mode is well separated from the formation
flexural wave. Their velocities can be obtained from the velocity-time semblance
analysis, as shown in Fig. 5.28b. The measured formation flexural-wave velocity
is 865 m/s, which is lower than the S-wave velocity (1000 m/s) by approximately
13.5%. Correcting the measured flexural-wave velocity to obtain the true S-wave
velocity requires calculating the dispersion curve for each case.

As discussed in Chap. 2, there is a dipole induced leaky P-wave in a slow forma-
tion. Leaky P is difficult to identify at low frequency. Using high source frequency
measurements, it can be identified, following the collar F1 as shown in Fig. 5.28a. Its
amplitude is small. The obtained velocity is very close to formation P-wave velocity
(Fig. 5.28b).

In summary, for slow formations, the S-wave velocity may be obtained from the
dipole ALWD flexural wave with a proper dispersion correction. The high-frequency
measurement may be used for P-wave velocity determination from dipole induced
leaky P-waves.

In very slow formation S2, both the flexural and leaky P-waves become promi-
nent. The separation between collar flexural wave and formation flexural wave
increases. The S-wave velocity of formation S2 (500 m/s) can be determined from
the velocity of the formation flexural wave at the cutoff frequency (approximately
2 kHz). Figure 5.29 shows synthetic waveforms at different source frequencies in
formation S2. There is no interference between the collar wave and formation flex-
ural wave. The velocity-time semblance of the array waveforms (Fig. 5.30) shows
good coherence of the formation flexural wave, the velocity of which is equal to the
formation S-wave velocity (500 m/s).

The leaky P mode, is more dispersive in formation S2 than that in formation S1.
The velocity of the leaky P wave reaches the formation P-wave velocity at the cutoff
frequency (approximately 5 kHz) and approaches the borehole fluid-wave velocity at
high frequency. The interference between the leaky P and collar flexural waves in the
low frequencies (Fig. 5.29) affects the P-wave velocity determination from the leaky
P-wave. The leaky P travels faster than the collar flexural wave at low frequencies. At
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Fig. 5.30 Velocity-time semblances of the dipole ALWD array waveforms with various source
frequencies for formation S2. Offsets of the array waveforms are from 3 to 4.05 m with a receiver
interval of 0.15 m. Formation P and S velocities are 2000 and 500 m/s, respectively
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Fig. 5.31 Dispersion curves with various formation P-wave velocities and a fixed S-wave velocity
(Vs =500 m/s). Different lines designate different P velocities: thick solid black for 2000 m/s, thin
dot black for 1800 m/s, red dot-dashed for 1600 m/s, thin blue for 1400 m/s, grey dash for 1200 m/s,
and thin black for 1000 m/s. Dispersion curve for formation flexural and collar flexural waves do
not change with formation P-wave velocity

higher frequency (f > 8 kHz), the collar flexural wave arrives earlier than the leaky
P-wave. The velocity-time semblance plots in Fig. 5.30 also show the trend of the
velocities of the collar flexural and leaky P-waves at different source frequencies.
The leaky P-wave overlaps with the collar wave when the source frequency is 2 kHz.
Some leaky P is generated by the 2 kHz source because the source band extends
above the cutoff frequency of leaky P-wave. The dipole leaky P-wave separates from
the collar flexural wave at higher frequencies (f > 4 kHz), and yields the formation
P-wave velocity.

The dispersion curves for formations having common S-wave velocity (500 m/s)
and various P-wave velocities (between 2000 and 1000 m/s), shown in Fig. 5.31,
illustrate the effect of the P-wave velocity and Poisson’s ratio. The dispersion curve
of the formation flexural wave is controlled by the formation S-wave velocity and
does not change with P-wave velocity. The collar flexural and formation flexural
waves do not interfere at low frequency and the formation S-wave velocity can
be determined from the formation flexural-wave velocity at the cutoff frequency.
The leaky P-wave, becomes more dispersive when P-wave velocity increases and
interferes with the collar flexural wave at low frequency. The P-wave velocity can
be determined from the leaky P when the P-wave velocity is lower than the collar
flexural-wave velocity. Dispersion curves help identify the best frequency range for
P-wave velocity determination.

As mentioned in Sect. 5.1.2.1, borehole enlargement is commonly encountered in
very slow formations. Changing borehole radius has little effect on formation velocity
measurements. Figures 5.32 and 5.33 show the dispersion curves and waveforms for
different borehole radii. The waveforms for a 3-kHz source frequency are shown
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in Fig. 5.33. For formation S2, the amplitude of the flexural wave decreases when
borehole radius increases.

In summary, ALWD measurements made using a dipole source in a slow or very
slow formation include the collar flexural, leaky P, and formation flexural waves. The
leaky P-wave is affected by the formation Poisson’s ratio and it is more dispersive in
formations with high Poisson’s ratios. The formation flexural wave is most sensitive
to formation S-wave velocity, and the formation flexural-wave velocity reaches the
formation S-wave velocity at the cutoff frequency. However, the two waves interfere
at very low frequency (see the ellipse region in Fig. 5.24), which makes the S-wave
velocity determination difficult. The P-wave velocity can best be determined from
the leaky P-wave at high frequency. In very slow formation S2, dispersion analysis
is an effective method to distinguish leaky P and collar flexural waves. Using a low
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frequency dipole source is the best approach for determining both P and S velocities
in very slow formations.

5.1.2.3 Quadrupole Source

In Sect. 2.3.3, it was shown that there are leaky P and formation screw waves in
a quadrupole wavefield in a slow formation. In addition to these, there are collar
waves in ALWD measurements. Figure 5.34 shows the dispersion curves of different
quadrupole ALWD modes in both formations S1 and S2. The dispersion character-
istic of the collar quadrupole (or “screw’) wave is not affected much by formation
properties. This is similar to the case of fast formations. There is a cutoff frequency
for each collar screw mode and it is influenced most by the outer and inner radii of
the collar. The cutoff frequency of the fundamental collar screw wave is approxi-
mately 10 kHz for collar (C32). The formation screw wave is strongly affected by
the formation S-wave velocity. The formation screw-wave dispersion curve reaches
the formation S-wave velocity at the cutoff frequency (approximately 2 kHz) and the
formation screw-wave velocity decreases when frequency increases. The dispersion
of the leaky P wave is controlled by Poisson’s ratio as described in Sect. 2.3.3.
Synthetic waveforms and their velocity-time semblance contour plots, for a
quadrupole source with 10 kHz center frequency, are shown in Fig. 5.35. There
are collar and formation screw waves in the wavefields. The collar screw mode is
the first arrival and the formation quadrupole (or “screw”) mode is the last one. The
leaky P-wave is indiscernible due to its small amplitude and the interference of the
collar mode. The corresponding velocity-time semblance contour plot is shown in

4.5

collar screw

Velocity (km/s)

5 10 15 20 25 30
Frequency (kHz)

Fig. 5.34 Modal dispersion curves of quadrupole ALWD measurements in slow formations S1
and S2. Modes in different formations are marked with different lines and listed on the plot. Gray
horizontal lines show material velocities (see Table 5.2). Collar is C32
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Fig. 5.35 Wavefield of high-frequency quadrupole ALWD measurement (a 10-kHz source
frequency) in the slow formation S1 with collar C32. a Synthetic waveforms. b Velocity-time
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Fig. 5.35b. The region from 1 to 3 ms corresponds to the collar screw wave. It is
dispersive. The peak from 3 to 4 ms corresponds to the formation screw wave. The
velocity obtained by semblance (980 m/s) is slightly lower than the real S-wave
velocity (1000 m/s).

If the source frequency is lowered to 2 kHz, the collar screw wave is not easy to
excite because of its high cutoff frequency (approximately 10 kHz for the 1st order
collar screw wave) as shown in Fig. 5.34. Figures 5.36 and 5.37 show the wavefield
snapshots of the 2 kHz quadrupole source in formation S1 with collar C32. From the
x-z profile shown in Fig. 5.36, there is only the formation screw mode and no collar
mode. Figure 5.37 shows the x-y profile at z = 1 m. It is different from that of the
dipole case shown in Fig. 5.26. There is no collar mode in the quadrupole case.

In the array waveforms shown in Fig. 5.38a, the weak leaky P can be observed
when amplified 100 times. The formation screw wave is the later arrival (approx-
imately 3 to 6 ms). The velocities of the leaky P and formation screw waves,
obtained from the velocity-time semblance contour plot in Fig. 5.38b, are 2255 and

1000 m/s. The formation S-wave velocity is directly obtained from the low frequency
quadrupole ALWD measurement without any dispersion correction. In addition, the
P-wave velocity may be determined from the leaky P-wave at low frequency although
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Fig. 5.36 Pressure snapshot at 2 ms for the x-z profile for a centralized quadrupole tool (2 kHz)
in slow formation S1 with collar C32. Source positions are at (0, 0.09) and (0, —0.09). The two
innermost lines are the boundaries for the inner fluid and the two outermost lines are boundaries of
the borehole wall, and the other two lines are the outer boundary of the collar
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Fig. 5.37 Pressure snapshot at 1 ms for the x-z profile for a centralized quadrupole tool for slow
formation S1 with collar C32. The two innermost circles are the inner and outer boundaries of the
collar. The outermost circle is the borehole wall
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Fig. 5.38 Seismograms of quadrupole ALWD measurement (a 2-kHz source frequency) in slow
formation S1 with collar C32. a Array waveforms. b Velocity-time semblance contour plot made
from the array waveforms

the amplitude is very small and signal to noise ratio (SNR) in the field data could
affect the accuracy of measured velocity.

The quadrupole ALWD waveforms in the very slow formation S2 are shown
for different source frequencies in Fig. 5.39. The waveforms are normalized by the
maximum amplitude at 2 kHz. The waveforms include the early arrivals (collar screw
and leaky P-wave) and later arrival (formation screw wave).

The arrival time of the formation screw waves does not change with the source
frequency. However, its amplitude decreases as the source frequency increases. The
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Fig.5.39 Quadrupole ALWD waveforms at the 3 m offset at different source frequencies in forma-
tion S2. Vertical line shows arrival time of formation screw wave, which does not change with
frequency

formation S-wave velocity in the very slow formation can be measured best by a
low-frequency quadrupole tool.

In the earlier arrivals (approximately 2 ms in Fig. 5.39), there is the leaky P-wave.
The amplitude of leaky P increases with the increasing source frequency. When
the source frequency increases above the cutoff frequency, the collar screw mode
is excited. The amplitude of the collar wave increases with the increasing source
frequency. The weak leaky P-wave is submerged within the coda of the collar screw
wave.

The leaky P-wave is affected by the formation Poisson’s ratio. Figure 5.40 shows
the effect of the formation S-wave velocity on the dispersion curves when the forma-
tion P-wave velocity is fixed at 2000 m/s and the formation S-wave velocity changes
from 500 to 1000 m/s. The dispersion curves of the collar screw modes are not
affected by the changing formation S-wave velocity. The dispersion curve of the
leaky P-wave moves to higher frequency when the formation S-wave velocity is
increased.

Commonly encountered borehole enlargement in very slow formations moves the
leaky P and collar screw modes to a lower frequency range. Examples of the effects
of borehole radii on the modes in formation S2 are shown in Figs. 5.41 and 5.42.
The amplitude of the leaky P-wave increases in the enlarged borehole. The enlarged
borehole only decreases the amplitude of the formation screw mode. The enlarged
borehole radius (140 mm) makes the dispersion curve of the second order leaky P-
wave visible below 30 kHz in Fig. 5.41, and it can also be observed at approximately
3 ms in the waveforms shown in Fig. 5.42 after 10,000 times amplification. Although
the leaky P at low frequency can be used for formation P-wave velocity measurement,
the drilling noise (Figs. 5.2 and 5.3) and its very small amplitude make it impractical.
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Fig. 5.41 The impact of borehole radius (listed in mm) on the dispersion curves of different modes
in the quadrupole LWD measurement in a very slow formation (formation S2 in Table 5.2)

5.2 Improvements for Velocity Measurements in ALWD

5.2.1 Formation P-Wave Velocity Measurement in Fast
Formations

As discussed in Sect. 5.1.1.1, the longitudinal modes propagating along the collar
affect the formation P-wave measurements in fast formations (Aron et al. 1994;
Leggett et al. 2001). To determine the P-wave velocity, the influence of the collar
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Fig. 5.42 The impact of borehole radius on the waveforms at 3 m offset (2 kHz quadrupole source)
in a very slow formation (formation S2 in Table 5.2)

L modes must be suppressed. Decoupling the transducers from the collar body
dramatically reduces the collar wave amplitude.

In this section, different solutions to reduce the influence of the collar L waves on
the velocity measurements of P- and S-waves are discussed in detail.

5.2.1.1 Slotted Collar

A grooved/or slotted collar along with absorbing material between transducers and
the collar have been used to suppress longitudinal collar waves. A collar wave may
be attenuated 60 dB with slotted isolators (Aron et al. 1994; Varsamis et al. 1999;
Leggettetal. 2001; Joyce etal. 2001; Kinoshitaetal. 2010; Suetal. 2015). Figure 5.43
shows a schematic diagram of the grooves on both inner and outer boundaries of the

%MA%M%
- %

Fig. 5.43 Schematic diagram of the grooves on both inner and outer boundaries of the collar
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Fig. 5.44 Side view of a grooved collar used in finite difference simulations (scale in meters).
Source and receiver positions are marked. The cuttings are axisymmetric. There are 16 grooves on
the outer and inner surfaces of the collar. The length of each groove is 24 mm. The depth is 15 mm.
The separation between two grooves is 180 mm

collar. The depth and width of the grooves, and spacing between the grooves, can be
optimized through the use of numerical simulations.

We simulated the effects of grooves on collar waves with the tool in fluid and in
borehole in formation F2. Figure 5.44 shows a side view of a grooved collar used in
the 3D finite difference simulations (see Appendix B). Source and receiver positions
are marked with circles and triangles, respectively. Both the inner and outer surfaces
of the collar have grooves as shown in Fig. 5.44. The length of each groove is 24 mm.
Their depth is 15 mm. The separation between two grooves on one surface is 180 mm.
Figure 5.45 shows the synthetic waveforms for an un-grooved collar (thin blue curve)
and grooved collar (thick curve). Collar properties for C32 in Table 5.2 are used. For
the tool in fluid, there is no surrounding formation. The collar wave is attenuated by
the grooves and arrival time is delayed as shown in Fig. 5.45a. When the collar is
put in a borehole surrounded with formation F2, the amplitude of the collar waves in
both ungrooved and grooved case are smaller than the fluid case. The collar wave is
attenuated and delayed. The formation P-wave at approximately 1.5 ms is stronger
for the grooved collar. The reduction of collar wave amplitude can be optimized by
design of the length, depth, and separation distance of the slots.
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Fig.5.45 Synthetic waveforms for an un-grooved collar (thin blue curve) and grooved collar (thick
curve). a Tool in fluid. b Tool in formation F2 (parameters see Table 5.2). Collar properties are as
for C32
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5.2.1.2 Effect of the Collar Geometry on Monopole Wavefields in Fast
Formations

In Sect. 4.3.1, we showed the effects of casing properties on logs. In ALWD, the drill
collar is much bigger and thicker than the casing. The geometry of the drill collar,
its thickness, radii, and material affect the wavefields. Here, we simulate array traces
to show the effects of the drill collar properties in different formations.

Figure 5.46 shows array waveforms for varying collar outer radius with fixed inner
radius (27 mm). Decreasing outer radius increases the separation between collar
and formation P-waves. Increasing the outer radius decreases the thickness of fluid
annulus, and increases the amplitude of the collar and ST waves. The amplitudes of
pR waves decrease with decreasing thickness of the fluid annulus because of higher
cutoff frequency. The explanation for why the large outer radius makes the formation
waves obscure is shown in Fig. 5.47, where the dispersion curves of different modes
with various collar outer radii are shown. A larger collar radius moves the collar
modes to a lower frequency range.

The effect of the collar inner radius on the waveforms is shown in Fig. 5.48. A
larger collar inner radius moves the collar waves to a lower frequency range, resulting
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Fig.5.46 The effect of collar outer radius on different monopole modes. Collar inner radius is fixed
at 27 mm and the outer radii are listed on each plot. Formation is F2 in Table 5.2 and the source
frequency is 10 kHz. Collar C32 is used
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Fig. 5.47 The effect of collar outer radius on dispersion curves of different modes for a monopole
source. a All modes. b Modes in a velocity range from 500 to 2000 m/s. Collar inner radius is fixed
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Fig. 5.48 The effect of various collar inner radii on dispersion curves of different modes. Collar
outer radius is fixed as 90 mm. Formation F2 is used. Borehole radius is 117 mm. The inner radii
of the collar are marked on the lines. Collar C32 is used

in longer duration of the collar waves that overwhelm the formation P-waves. For
example, in the right panel of the waveforms shown in Fig. 5.49, the P-wave is
difficult to see for the collar inner radius of 47 mm. The P arrivals can be seen when
the collar inner radius is 7 mm. Table 5.3 gives the P-wave amplitudes with different
collar inner and outer radii.

By reducing the collar outer and inner radii, the amplitude of the collar wave can
be reduced and the formation P-wave might be visible.
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Fig.5.49 The effect of collar inner radius on different modes. Collar outer radius is fixed as 117 mm
and the inner radii are listed on each plot. Formation F2 in Table 5.2 and a 10 kHz monopole are
used. Collar modes have been amplified. Collar C32 is used

Table 5.3 Maximum amplitude (MA) of P-wave (10 kHz monopole) with various collar radii. OR:
outer radii, IR: inner radii. Maximum amplitude of the source is set as 10,000

NO. 1 2 3 4 5 6 7

IR (mm) 27 27 27 27 7 47 67
OR (mm) 50 70 90 100 90 90 90
MA 47.5 83.3 162.0 226.7 162.4 154.3 127.0

5.2.1.3 Effects of Collar Material Properties on P-Wave Velocity
Determination

Here the effects of the elastic properties of the collar on wavefields in formation F1
(see Table 5.2) are presented. The collar used in the simulations in this section does
not have slots.

Figure 5.50 shows the dispersion of the monopole ALWD wavefields in formation
F1 for different properties of the collar material. The S-wave velocity of the collar
material in subplots are 3.3 (Fig. 5.50a), 4 (Fig. 5.50b), 5 (Fig. 5.50c), and 6 km/s
(Fig. 5.50d). The effect of the collar P-wave velocity on the dispersion curves of
different modes is small. The influence of the collar P-wave velocity on collar L1
wave dispersion curves becomes obvious when the material S-wave velocity changes.
The material density has little impact on the dispersion. Collar material properties
do not affect the dispersion of pR and ST waves. However, a mode (denoted as P
in the figures) propagating with nearly the formation P-wave velocity appears when
the collar S-wave velocity is equal to or above 4000 m/s. This dispersive mode is
marked as “P” in Fig. 5.50. It is a combination of the formation P-wave and the leaky
collar L modes (see explanation in Fig. 5.7, where the collar longitudinal mode leaks
energy into the formation).
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Fig. 5.50 Dispersion curves for monopole ALWD wavefield with various collar material P and
S velocities. Material S-wave velocity is listed on each plot. Color legend for different material
P-wave velocity is labeled in a. Formation is F1 (Vp = 4500 m/s, Vs = 2650 m/s, and density =
2400 kg/m?)

Figure 5.51 shows dispersion curves with various collar S-wave velocities when
collar P-wave velocity is 10 km/s (Fig. 5.51a), 9 km/s (Fig. 5.51b), 8 km/s (Fig. 5.51c)
and 7 km/s (Fig. 5.51d), respectively. The phase velocity of the collar L1 decreases
with decreasing collar S-wave velocity. The formation P-wave disappears when the
collar S-wave velocity is at or below 4 km/s. The pR and ST waves are only slightly
affected by the collar material S-wave velocity.

In conclusion, the S-wave velocity of the collar is a key parameter that controls
the phase velocities of the collar L modes.

The effect of collar density on waveforms is demonstrated by simulated wave-
form in Fig. 5.52. The collar velocities are those of C12 and two densities are
extreme values: 9.0 and 1.60 g/cm?. Figure 5.52 shows the waveforms with collars
of two different densities. Increasing collar material density reduces the amplitudes
of different modes. The collar L waves are most strongly influenced by the collar
density. The amplitude and arrival time of ST wave are slightly affected by collar
density. Because the amplitude of collar L modes is significantly lowered by the
increased collar material density, the formation P-wave becomes more visible and
easier to identify. This can be verified from the velocity-time semblance analysis in
Fig. 5.52c, where the formation P-wave has a stronger coherence for the high collar
density.
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Fig. 5.51 Dispersion curves for monopole ALWD wavefield with various collar material S-wave
velocities for different material P-wave velocities. Collar material S-wave velocities are listed above
each line. Formation is F1 in Table 5.2

The influence of density of collar C22 on the waveforms (in Fig. 5.53) is similar to
that of collar C12. However, the reduced velocities of the collar material (compared
with C12) makes the collar L and P waves arrive more closely in time making the
determination of the formation P-wave velocity difficult.

For the same collar density, the waveforms with various collar velocities in fast
formation F1 are shown in Fig. 5.54 (All collars have density of 7.85 g/cm?). Wave-
forms of the first 1.2 ms (Fig. 5.54a) give details about the collar waves from the
simulations for three different collars. The collar wave frequency increases when
velocity of the collar material increases. The formation P-wave appears when collar
velocities increase from C32 to C22, and the formation P-wave separates much more
from the collar wave when the collar is C12. Compared to C32, the relatively low
frequency and large amplitude of the collar wave makes the P-wave apparent in C12
and C22. The increasing collar velocity enhances the amplitude of pR and ST waves
(Fig. 5.54b, ¢).

From above examples, we conclude that a collar with greater material density and
S-wave velocity makes the formation P-wave more obvious and easier to pick. This
point may be considered for choosing the material for the collar and lead to the use
of an advanced composite material for the collar (Wang et al. 2016c).
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Fig. 5.52 Effect of collar density on waveforms for C12 in formation F1 (parameter see Table 5.2).
The solid and dash lines indicate collar density of 1.60 and 9.00 g/cm?, respectively. a Collar and
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Fig. 5.53 Effect of collar density on waveforms for C22 in formation F1. Density of 1.60 and
9.00 g/cm? cases are labeled as 1.6 and 9.0, respectively. a Collar and P waves; b S, pR and ST
waves
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5.2.2 S-Wave Velocity Measurement in Slow Formations

The measurement of the S-wave velocity in slow formations is more difficult in
ALWD than in the wireline case. In ALWD, the strong collar flexural wave interferes
with the formation flexural wave at low frequency. This hinders S-wave velocity
determination. However, the formation S-wave velocity can be obtained from the
formation flexural mode generated by a dipole source using the dispersion curves at
high frequency and applying a frequency dependent correction.

The quadrupole source is also used for S-wave velocity measurements. The inter-
ference of the collar modes with the formation waves is reduced because of the high
cutoff frequency (approximately 10 kHz) of the collar screw wave.

5.2.2.1 Measuring Formation Wave Velocities with the Dipole
Measurement

As mentioned in Sect. 5.1.2.2, it is possible to determine both the P- and S-wave
velocities from a dipole ALWD tool in a very slow formation, due to the large
velocity difference between the formation and collar flexural-waves.

In this section, the effects of the collar properties, including radii, velocities, and
density are investigated. Figure 5.55 shows the effects of collar radii on the dispersion
curves, where the collar C32 and slow formation S1 (Table 5.2) are used. The borehole
radius is fixed at 117 mm. Increasing inner or outer radii lowers the cutoff frequency
of the higher-order collar flexural modes such as F2. The collar F1 mode is slower
in the thin collar case. Changing collar outer radius affects collar F1 more than the
inner radius. Only the high frequency part of the collar F1 mode is affected by the
increased inner radius and the interference between collar F1 and leaky P becomes
stronger. The leaky P and formation flexural waves are not affected by changing the
inner radius. However, both the leaky P and formation flexural waves are affected
by the changing outer radius, where the modes become more dispersive when the
collar outer radius increases. Because increasing outer radius of the collar increases
the velocity of the collar F1 mode, the interference between the collar F1 and leaky P
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Fig.5.55 Effect of various collar radii on dispersion curves of different modes (dipole measurement
in formation S1). a Effect of collar outer radius when the collar inner radius is fixed as 27 mm.
b Effect of collar inner radius when the collar outer radius is fixed as 90 mm. The legends for
different lines are listed on the plots. Collar C32 in Table 5.2 is used

becomes weak (see the interference at 10 kHz in Fig. 5.55a). Similar to the monopole
case, collar density hardly changes the dispersion curves in the dipole wavefields.

Figure 5.56 shows the dispersion curves for a collar with various material veloci-
ties. The S-wave velocity of the collar material is listed above each plot. The formation
flexural, leaky P-waves and the first-, second- and third- order collar flexural waves
are shown in the figures. The collar F1 interferes with both the leaky P and forma-
tion flexural waves in the low frequency range (approximately 6 kHz for the leaky
P-wave, and 2 kHzfor the formation flexural wave in Fig. 5.56a), making the P- and
S-wave velocity determinations difficult.

When the S-wave velocity of the collar material increases (Fig. 5.56b), the cutoff
frequencies of the collar F2 and F3 modes increase and the gap between those two
modes becomes larger. The interference between the first order collar flexural wave
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Fig. 5.56 Dispersion curves for the dipole ALWD wavefields for various collar material P-wave
velocities. Collar material S-wave velocity is listed above each plot. Lines are color coded to indicate
material P-wave velocity. Formation is S1 (see Table 5.2)
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and formation modes becomes weaker. It is possible to determine the formation
P-wave velocity (2300 m/s) at the cutoff frequency of the leaky P-wave. Formation
S-wave velocity (1000 m/s) can be determined at the cutoff frequency of the formation
flexural wave in Fig. 5.56b.

Figure 5.57 shows mode dispersion curves for various collar material S-wave
velocities for two P-wave velocities. The P-wave velocity of the collar material is
shown above each plot. The phase velocity of the collar flexural wave increases with
the increasing S-wave velocity of the collar material, when the collar material P-
wave velocity is fixed. From the dispersion characteristics of flexural collar waves in
Figs. 5.56 and 5.57, it can be seen that even through both the P- and S-wave velocities
of the collar material affect the velocities of the collar flexural waves, the S-wave
velocity is the dominant factor. The increased phase velocity of the collar F1, which
results from the increasing collar material S-wave velocity, weakens the interference
from the collar F1 mode on the formation waves.

Figure 5.58a shows the array waveforms for the three collars, C32, C22, and
C12 in slow formation S1. Although the collar flexural waves always disturb the
formation flexural waves to some extent, the interference becomes weaker, and the
arrival of the formation flexural wave can be determined when the P and S velocities
of the collar material are high as for C12 and C22. The collar flexural wave with
velocity ranging from 0.8 to 2.5 km/s (Fig. 5.58b) is very dispersive. Although
the determined formation flexural-wave velocity is under 1 km/s, it approaches the
formation S-wave velocity when the collar velocities increase. In this situation, it is
possible to determine the formation S-wave velocity from the dispersion of flexural
waves at the cutoff frequency.

A collar with large velocities (especially one with an S-wave velocity of more
than 4 km/s) and large density enables the dipole tool to measure the formation P
and S velocities in slow formations. A high impedance collar is better in very slow
formations.
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Fig. 5.57 Dispersion curves in the dipole ALWD wavefield with various collar material S-wave
velocities. P-wave velocity of the collar material is listed in each plot. The black, magenta, and
green dash lines are for collar S-wave velocities of 5000, 4000, and 3300 m/s. Formation is S1 (see
Table 5.2)
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Fig. 5.58 The logging response of the dipole ALWD tools in a slow formation S1. a Array wave-
forms. Different curves indicate collars with different velocities. b Velocity-time semblance contour
plots for array waveforms for different collars

5.2.2.2 S-Wave Velocity Measurement from the Low Frequency
Quadrupole System

As mentioned in Sect. 5.2.1.2, only the outer and inner radii of the collar affect the
dispersion curves of the collar screw modes in a slow formation. Examples of the
effect of the inner and outer radii of collar C32 (listed in Table 5.2) on the dispersion
curves of different modes are shown in Fig. 5.59.

The formation screw mode is affected only by the outer radius. The formation
“screw” (or quadrupole) mode has a lower cutoff frequency and is more dispersive
when the collar outer radius is large. Either decreased outer radius or increased inner
radius moves the collar screw towards a lower frequency range. This indicates that
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Fig. 5.59 The effect of collar radii on dispersion in quadrupole measurements in a very slow
formation. a Different collar outer radii when the collar inner radius is fixed as 27 mm. b Different
collar inner radii when the collar outer radius is fixed as 90 mm. The legend for different lines is
listed on the plot. Collar C32 and formation S1 in Table 5.2 are used
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Fig. 5.60 The effect of various collar radii on quadrupole waveforms (a 4-kHz source frequency).
Collar radii are listed on each plot. Formation S1 in Table 2.1 and collar C32 in Table 5.2 are used
here. The borehole radius is 117 mm. The maximum amplitude of each plot is listed

a thinner collar lowers the cutoff frequency of the collar screw mode. The increased
inner radius moves the cutoff frequency much more than that from the decreased
outer radius. The lower cutoff frequency of the collar screw mode makes the collar
screw wave the first arrival, which could be mistaken for the formation screw wave.

Two examples of quadrupole waveforms (a 4-kHz source frequency) are shown
in Fig. 5.60 where the collar radii are listed on each plot. Collar C32 and formation
S1 in Table 5.2 are used for the calculation. Borehole radius is 117 mm. The collar
screw mode appears in both simulations. A larger radius (either outer or inner radii)
collar generates larger amplitude formation waves (shown in Table 5.4). The effect
on the amplitude of the outer radius is much greater than the change of the inner
radius.

To avoid the influence of the collar screw modes on the formation S-wave velocity
measurement, alow source frequency, approaching the cutoff frequency of the forma-
tion screw mode would be helpful. However, the frequency range of the drilling noise,
from 1 to 3 kHz (see Figs. 5.2 and 5.3) could reduce signal-to-noise ratio and affect
the low frequency quadrupole measurements.

Table 5.4 Maximum amplitude (MA) of the formation screw wave (4 kHz quadrupole) with various
collar radii. OR: outer radii, IR: inner radii. Maximum amplitude of the source is set as 10,000

NO. 1 2 3 4 5
IR (mm) 27 27 27 7 47
OR (mm) 70 90 100 90 90
MA 4.7 34.8 100.7 34.6 35.6
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5.2.2.3 Formation S-Wave Velocity Determination from Low
Frequency Hexapole Source

The source configuration of hexapole is similar to that of the quadrupole source
shown in Fig. 5.4. For the hexapole, the ring source is divided into six alternating
positive and negative phases. The cutoff frequencies of the collar hexapole modes
are very high (Geerits et al. 2006; Wang et al. 2009). A low frequency hexapole
source produces clear waveforms to determine the formation S-wave velocity in
slow formations. An example for the 4 kHz ALWD hexapole measurement in slow
formation S1with the collar C32 (Table 5.2) is shown in Fig. 5.61. There is only one
event in the array waveforms in Fig. 5.61a, corresponding to the formation hexapole
wave. The formation hexapole wave propagates with the formation S-wave velocity.
The S-wave velocity is determined from the velocity-time semblance analysis as
shown in Fig. 5.61b.

The influence of the collar radii on the dispersion curves for a hexapole source
are also investigated as shown in Fig. 5.62. The collar inner radius has a similar
effect on the cutoff frequencies of collar hexapole modes as that on the collar screw
modes. The influence of the outer radius exhibits a different behavior from that of
the quadrupole measurements. Larger outer radius lowers the cutoff frequencies of
collar hexapole modes.

One problem for the hexapole measurement is its low amplitude. The maximum
amplitudes of hexapole waveforms (4 kHz) for different collar radii are listed in
Table 5.5. Increasing the outer radius increases the amplitude of the formation
hexapole wave. The amplitudes listed in Table 5.5 are 3 to 8 times lower than those
of quadrupole case (Table 5.4) and much lower than those of the monopole case
(Table 5.3).

In summary, a low frequency hexapole source provides an effective means to
determine the formation S-wave velocity in slow and very slow formations.
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Fig. 5.61 ALWD hexapole wavefield (4 kHz center frequency) in slow formation S1 (listed in
Table 5.2). a Array waveforms. b Velocity-time semblance contour plot for the array waveforms in
a
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Fig. 5.62 The effect of collar radii on dispersion curves of different modes in the hexapole wave-
field. a Effect of collar outer radius (see legend) when the collar inner radius is fixed as 27 mm.
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Table 5.5 Maximum amplitude (MA) of formation wave (4 kHz hexapole) with various collar
radii. OR: outer radius, IR: inner radius. Maximum amplitude of the source is set as 10,000

NO. 1 2 3 4 5

IR (mm) 27 27 27 7 47
OR (mm) 70 90 100 90 90
MA 0.583 6.881 30.67 6.876 6.929

5.3 Field Examples of ALWD Measurements

Two examples of ALWD data are shown in Figs. 5.63, 5.64 and 5.65 (Qleibo 2012).
The tool has a monopole and a quadrupole source. The source frequency ranges
from 1 to 20 kHz. There are 48 receivers on four axial arrays and each with 4 inch
intervals. Receiver azimuths are 0°, 90°, 180°, and 270° (Mohammed et al. 2011).
Figure 5.63 shows the data collected by the high-frequency monopole tool. The
formations above XX25 m are relatively clean sands with low Gamma Ray (GR)
counts. P and Stoneley waves are easy to identify on the full waveform recording in
Track 3. Below XX25, the formations with high GR counts are shales with lower
velocity. The S-wave cannot be seen in the shale formation below the depth of XX30
m. The waveforms at two depths are shown in Figs. 5.64 (XX10 m) and 5.65 (XX30
m). The collar waves were eliminated by an isolator.

In the slow formation, the quadrupole tool is used to obtain the formation S-wave
velocity. The S-wave velocity is determined at the cut off frequency of the formation
quadrupole wave (screw mode). Figure 5.66 shows a field data example collected
using a quadrupole ALWD tool (Modified from presentation document of Qleibo
[2012]). The arrival times of formation quadrupole waves are marked by a red dashed
line. The leaky P-waves are dispersive, and are the first arrivals. The P and S velocities
can be simultaneously determined, as shown in Tracks 2 and 3. Figure 5.67 shows
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Fig. 5.63 Field data collected by a monopole ALWD tool. Track 1 is Gamma Ray (GR) log. Track
2 is depth. Track 3 shows recorded waveforms. Track 4 is extracted slowness (reciprocal of velocity)
of P, S, and ST waves at different depths (Modified from presentation document of Qleibo [2012].
https://www.fesaus.org/webcast/2012/09/NTF/2_SonicScope_Schlumberger.pdf. Access on April
25,2018)
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Fig. 5.64 Monopole waveforms and velocity determinations at depth of XX10 m in Fig. 5.63.
a Array waveforms. b Slowness-time semblance result. ¢ Dispersion analysis by the Matrix-Pencil
method (see Sect. 3.2.2). The velocities for P, S, and ST waves are 3430, 1740, and 1230 m/s
(Modified from presentation document of Qleibo [2012]: https://www.fesaus.org/webcast/2012/
09/NTF/2_SonicScope_Schlumberger.pdf. Access on April 25, 2018)

the waveforms at depth of XX60 m. The leaky P and formation quadrupole waves
are visible in the waveforms. The leaky P-wave has a high frequency and formation
quadrupole wave has a low frequency. The P and S velocities, determined from
the Matrix-Pencil method, are marked by dashed lines in Fig. 5.67b. The velocities

are 2430 and 1095 m/s. The cutoff frequency of the formation quadrupole wave is
approximately 2 kHz.


https://www.fesaus.org/webcast/2012/09/NTF/2_SonicScope_Schlumberger.pdf
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Fig. 5.65 Monopole waveform and velocity determinations at depth of XX30 m. a Array wave-
forms. b Slowness-time semblance result. ¢ Dispersion analysis (see Matrix-Pencil method in
Sect. 3.2.2). The velocities for P and ST waves are 2885 and 1250 m/s. The S-wave velocity is
approximately 1570 m/s (Modified from presentation document of Qleibo, 2012: https://www.fes
aus.org/webcast/2012/09/NTF/2_SonicScope_Schlumberger.pdf. Access on April 25, 2018)

5.4 Summary

In this chapter, we discussed borehole acoustic logging-while-drilling. The factors
affecting the wavefields and performance of ALWD in fast and slow formations were
investigated. Based on the wavefields’ characteristics, the challenges and potential
solutions for accurate velocity measurements were investigated.

Monopole ALWD measurements:

(1) Formation properties do not affect the velocities of collar waves, but they affect
the amplitudes of collar waves.

(2) Infast formations, the collar waves could interfere with formation P-wave. This
is especially true for the formations with S-wave velocity above 2800 m/s.

(3) Properties of the collar, such as radii, thickness, density, and elastic moduli,
affect collar waves. The slotted collar and attenuators reduce the amplitudes of
collar waves. Collar material properties affect the velocity of the collar waves.


https://www.fesaus.org/webcast/2012/09/NTF/2_SonicScope_Schlumberger.pdf
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Fig.5.66 Field data collected by a quadrupole ALWD tool. Track 1 is Gamma Ray (GR) log. Track
2 obtained P-wave slowness. Track 3 is obtained S-wave slowness. Track 4 shows the waveforms
(Modified from presentation document of Qleibo [2012]: https://www.fesaus.org/webcast/2012/09/
NTF/2_SonicScope_Schlumberger.pdf. Access on April 25, 2018)
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. 5.67 Quadrupole measurement at XX60 m. a Array waveforms. b Dispersion analysis by the

Matrix-Pencil method (see Sect. 3.2.2). The obtained velocities for P- and S-waves are 2430 m/s
and 1096 m/s. The cutoff frequency of the formation quadrupole is approximately 2 kHz. The low
slowness (high velocity) region above approximately 8 kHz may be higher modes (Modified from
presentation document of Qleibo, 2012: https://www.fesaus.org/webcast/2012/09/NTF/2_SonicSc

ope

_Schlumberger.pdf. Access on April 25, 2018)

ALWD dipole and quadrupole measurements:
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Leaky P-waves in slow formations enable the formation P-wave velocity
determination.

The collar flexural wave could interfere with formation flexural waves in slow
formations in dipole measurements, affecting the S-wave velocity determina-
tion. The interference becomes weaker when the formation velocity becomes
lower. A low frequency dipole tool is effective to obtain S-wave velocity in very
slow formations.

The collar quadrupole modes have high cutoff frequencies. This benefits the
S-wave velocity determination in slow formation from formation quadrupole
mode.

At very low frequencies, drilling noise becomes an impediment for velocity
determination.

Table 5.6 gives a detailed summary about formation velocity determination
capabilities of different ALWD sources in different formation.


https://www.fesaus.org/webcast/2012/09/NTF/2_SonicScope_Schlumberger.pdf

178

5 Acoustic Logging-While-Drilling

Table 5.6 Summary of different ALWD sources for formation velocity measurements

A28 0008 Vp can be determined
iyttt from leaky P at the
cutoff frequency.
Vs cannot be
determined
directly.

Slow Same as above

formation

Slow-
fast
formation

Vp determination is a
challenge because of
the interference of the
collar wave. Acoustic
isolation and collar
material with large
impedance may help.
Vs can be determined

directly.
Fast- Same as above
fast
formation

Due to the weak
interference of the collar
wave on the formation
waves. Vp and Vs can
be determined at the
same time from leaky
P and formation flexural
wave at the cutoff
frequencies, respectively.

Vp can be determined
from leaky P at the
cutoff frequency.

Vs determination cannot
be made because of the
interference of the
collar wave on the
formation flexural wave,
but it is possible when
collar material has
large impedance
where the interference
becomes weak.

Formation flexural
and collar flexural affect
each other which means

the Vs cannot be
determined directly.

Formation flexural is
faster than the collar
flexural which means
the Vs can be
determined directly.

Vp cannot be
determined because of
the very weak
leaky P wave amplitude.
Vs can be determined
directly when the
source frequency is
lower than the cutoff
frequency of collar wave.
Collar wave generated by a
thin collar may have a low

| Monopole | __ Dipole____| _Quadrupole

Vp cannot be
determined. Vs can
be determined directly
when the source
frequency is lower
than the cutoff
frequency of the
collar wave. The
challenge of Vs
determination is the
low amplitude of the

cutoff frequency which may formation hexapole

affect the Vs determination.

Same as above

Vs can be determined
directly when the
source frequency is
lower than the cutoff
frequency of the
collar wave

Same as above

wave

Same as above

Not discussed

Not discussed



Chapter 6 ®)
Effects of Tool Eccentricity on Acoustic oo
Logs

In previous chapters, we presented the wavefields acquired with centralized acoustic
logging tools, where the tool was centered within a cylindrical borehole, as shown
in Fig. 6.1a. Even with centralizers, the tool axis may not perfectly align with the
borehole axis. The simplest case of eccentering is when the tool and borehole axes
are parallel but do not coincide (Fig. 6.1b). In this case, a single vector defines the
azimuth () and magnitude (d) of the eccentering (in Fig. 6.2). In another case, the
tool might be tilted inside the borehole (Fig. 6.1c). This is more likely to occur in
deviated boreholes.

The acoustic logging-while-drilling (ALWD) tool is often off center due to drill
string movements. In this chapter, the wavefields of an eccentered tool in both wireline
and ALWD cases are discussed. Methods to estimate the tool position in the borehole
are covered in Sect. 6.3.

6.1 Wavefields of an Eccentered Multipole Wireline Tool

The most commonly used tools have a single array of receivers. If a wireline tool
in a fluid-filled borehole is not centralized, the waveforms differ from those in the
centralized case. Figures 6.3 and 6.4 show waveforms for the centralized case, where
monopole source A and receiver are at the borehole center, and eccentered case, where
the source and receiver are offset 46 mm from the center of the fluid-filled borehole.
The elastic parameters and geometry of the borehole are listed in Table 2.1.

In a fast formation, the tool offset mostly affects the waveforms after 2.5 ms. The
pR waves become complex. High-order modes appear and become mixed with the
fundamental modes, making the waveforms more complex.

In a slow formation, the effect of tool offset on the waveforms (Fig. 6.4) becomes
more serious than in the fast formation case. Both the leaky P and ST waves are
affected by tool eccentering. The leaky P-waves in the eccentered case are no longer
strong as in the centered case. A high-frequency wave appears within the ST wave
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Fig. 6.1 Tool positions in the borehole. a Ideal case, centralized tool without tilt. b Eccentered
tool without tilt. ¢ Tilted tool. d Eccentered ALWD tool. The tilted tool case is not discussed in this
chapter
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Fig. 6.2 Schematic diagram of eccentered ALWD tool. O and Oy are the center of the borehole
and collar, respectively. An eccentering vector defines the azimuth (0) and magnitude (d) of the
eccentering
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Fig. 6.3 Waveform comparison between the centralized and eccentered 10 kHz point monopole
source in formation F1 (see Table 2.1). Borehole is fluid filled. a Waveforms in a centralized case.
b Waveforms in an eccentered case. ¢ Velocity-time semblance for array waveforms in a. d Velocity-
time semblance for array waveforms in b. Arrival times of P, S, and ST waves are marked with blue
lines

train when the tool is eccentered. The velocity of the “Stoneley” wave after 3 ms
becomes slower and more dispersive than the ST wave in the centered case (Fig. 6.4b).

When the source A is offset from the borehole center, the waveforms at different
azimuths become different. Figure 6.6 shows the configuration of the sources and
receivers. Figure 6.5 shows the waveforms at azimuthal receivers A, B, C, and D
when source is at position A. The waveforms in blue in Fig. 6.5 are at azimuthal
receivers A, B, C, and D in subfigures a, b, c, and d, respectively. The black lines
in the subfigures show the waveforms (listed in each plot) of the monopole, dipole
and quadrupole modes. Note that the dipole modes at receivers B and D are zero by
symmetry.

Modern acoustic logging tools contain azimuthally distributed sources and
azimuthally distributed receivers (Close et al. 2009). The wavefield of an eccen-
tered multipole tool can be modeled as the linear combination of a number of source
and receiver locations. The waveforms for each receiver can be decomposed into their
modes using Eq. 2.19. Figure 6.6 shows an eccentered wireline tool in a fluid-filled
borehole. Letters A, B, C, and D in Fig. 6.6b, ¢ depict the positions of the sources
and receiver arrays. According to the vector defined in Fig. 6.2, the radii of the point
sources at A, B, C, and D with respect to the borehole axis are,
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Fig. 6.4 Waveform comparison between the centralized and eccentered 10 kHz point monopole
source in slow formation S1 (see Table 2.1). Borehole is fluid filled. a Waveforms for a centralized
case. b Waveforms for an eccentered case. ¢ Velocity-time semblance for array waveforms in a.
d Velocity-time semblance for array waveforms in b. Arrival times of P and ST waves are marked

with lines

where 1y is the radius of the tool and d is the eccentering magnitude.

ra= \/rtz +d? + 2dr, cos b,

rg =+/r? +d? + 2dr, sin6,

rc =+/r? +d? — 2dr,cosf,

rp = \/rtz +d? — 2dr, sin 6,

6.1)

(6.2)

(6.3)

(6.4)
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Fig. 6.5 The waveforms at the different azimuthal receivers for a centralized tool when there
is a single point source located at A. Borehole radius is 100 mm and the tool radius is 46 mm.
Formation is F1 (Table 2.1). Waveform and its decomposition at receiver A (a), at receiver B (b),
at receiver C (c), and at receiver D (d). Letters “s” and “r” designate the source and receivers. The
source-receiver distance along the z direction is 3 m. The waveforms are calculated using discrete
wavenumber integration (Eqgs. 2.16 and 2.18). The modes are decomposed using all azimuthal
waveforms according to Eq. 2.19

6.1.1 Monopole Wavefields

6.1.1.1 Fast Formation

If amonopole tool is eccentered, cylindrical symmetry no longer holds. The wavefield
of an eccentered point source can be calculated using Eq. 2.16. By combining the
wavefields of four eccentered point sources, the waveforms at one receiver for an
array of 4 sources are obtained. For example, if a monopole tool is eccentered 23 mm
and 0° from the borehole axis, the waveform at receiver A is the summation of
contributions from four eccentered sources A, B, C, and D. Figure 6.7 shows the
waveforms calculated for different receiver positions. Four sources are used, located
at A, B, C, and D. The source-receiver distance is 3 m and the formation is F1
(Table 2.1). The arrival times of the P- and S-waves are marked with dashed and
solid lines, respectively. The P-wave is magnified 20 times. The figure shows that
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Fig. 6.6 Schematic diagram of an eccentered wireline tool in a fluid-filled borehole. a Perspective
view of the eccentered wireline tool. b and ¢ are the top-down views of the source and receiver
sections, where the eccentering azimuth is 315°
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Fig. 6.7 The wavefield at 3 m offset of a 10 kHz eccentered monopole source in a fluid-filled
borehole surrounded by formation F1 (see Table 2.1). Eccentering parameters d and 6 are 23 mm
and 0°. The P-wave is magnified 20 times for display. a Waveforms at each azimuthal receiver
and the sum of waveforms from four azimuthal sources. b The velocity-time semblance contour
determined from the sum of the four waveforms at each offset. Offset ranges from 3 to 4.05 m and
the interval between two adjacent receivers is 0.15 m

the waveforms are different at different azimuths. The waveforms at receivers B
and D are identical. This is a result of the symmetry of the two receivers relative
to the borehole center. The P-wave at receiver C is largest among all the receivers
because receiver C is closest to the borehole center. The P-wave at receiver A is
the smallest. The same phenomenon can be seen in the amplitudes of the S-waves,
where the maximum and minimum amplitudes of the S-wave are at receivers C and
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A, respectively. For the ST wave, the amplitude differences are very small. The most
obvious difference in the waveforms at these four azimuthal receivers is the Airy
phase of the pR wave. The Airy phase is small at receivers A, B, and D. This is
because of the reduced distance between the borehole wall and receivers at these
azimuths. This moves the pR wave to a higher frequency range and leads to weaker
excitation at the 10-kHz source frequency at these azimuths.

By adding all waveforms from azimuthal receivers A, B, C, and D, an average
monopole trace, shown in Fig. 6.7a, is obtained. The velocities of different modes can
be obtained from the velocity-time semblance analysis. Figure 6.7b is obtained from
an array of receivers spaced from 3 to 4.05 m. The distance between two adjacent
receivers is 0.15 m.

Modal composition of the waveforms at different azimuthal receivers is analyzed
based on Eq. 2.18. Figure 6.8 shows the decomposed modes at different azimuthal
receivers. The asymmetric modes, such as flexural (n = 1), screw (n = 2), and
hexapole (n = 3) modes, appear when the radial symmetry of the sources is broken.
The symmetric modes ST and pR are for n = 0. The strongest asymmetric mode at
receiver A (Fig. 6.8b) is the flexural mode. The second significant asymmetric mode
appears at receiver C (Fig. 6.8d). Although there are asymmetric modes (screw mode)
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Fig. 6.8 Mode decomposition for the waves at different azimuthal receivers for an eccentered tool
with parameters d and 6 of 23 mm and 0° in formation F1. a Sum of waveforms at four azimuthal
receivers. b Receiver A. ¢ Receiver B. d Receiver C. The P-wave is magnified 100 times for display.
The green curves are the sum of the waveforms of the first 4 orders
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Fig. 6.9 The wavefield of an eccentered monopole tool at 10 kHz in a fluid-filled borehole
surrounded by formation F1 (see Table 2.1). Eccentering parameters d and 6 are 23 mm and
45°. a Waveforms at different azimuthal receivers and the sum of all four receivers. The P-wave
is magnified 20 times for display. b The velocity-time semblance contour plot for the sum of all
four receivers. Waveforms at offsets (source-receiver distance) between 3 and 4.05 m with 0.15 m
interval are used. Waveforms at azimuthal receivers are different from those with 0° eccentering
(Fig. 6.7). The summation waveforms are the same for both 0 and 45° cases

at receivers B (Fig. 6.8c) and D, they are small. The P-wave is not affected by the
asymmetric modes because of the large velocity difference between the P- and S-
waves. The asymmetric modes, at receivers A and C, are clear. These modes mix
with the pR wave, resulting in a dispersive feature of the S-wave. The pR Airy phase
is also mixed with asymmetric modes at receivers A and C.

Figure 6.9 shows the waveforms at different azimuthal receivers, the sum of
the waveforms and their velocity analysis when the tool eccentering parameters d
and 6 are 23 mm and 45°. The waveforms at receivers A and B are the same. The
waveforms at receivers C and D are also the same. The P-wave at receivers C and
D is larger than at the two other receivers because of their shorter distance to the
borehole center. The contribution of the P-wave in the sum of the waveforms is mainly
from receivers C and D. This is also the same for the pR Airy phase. The velocity
determination using the sum of the waveforms is similar to that in Fig. 6.7b. The P-
wave velocity is accurately determined, but the S-wave velocity is underestimated,
due to the dispersive asymmetric modes induced by the eccentered tool. Additional
details are shown in Fig. 6.10, where the modal decomposition results are shown. The
amplitude of the screw mode is very small at all receivers. This is different from the
waveforms in Fig. 6.8. The induced asymmetric modes depend on tool eccentering
parameters d and 6.

The eccentering parameters d and 6 are the key factors that affect the amplitudes
of the different modes.
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Fig. 6.10 Mode decomposition for the waves at different azimuthal receivers for the case shown in
Fig. 6.9. a Sum of four receivers. b Receiver A. ¢ Receiver C. The P-wave is magnified 100 times
for display. The green curves are the summation waveforms of the first 4 modes (n =0, 1, 2, 3)

6.1.1.2 Eccentered Tool in a Slow Formation

In Chap. 2, we discussed the generation of leaky P and ST waves in slow formations
with a centralized monopole tool. We now investigate the effects of tool eccentering.

Figure 6.11 shows synthetic waveforms at four azimuthal receivers when the
monopole tool has an eccentering angle of 0° and a displacement of 23 mm in
formation S1. The summation of the waveforms (RA + RB + RC + RD) from the
four azimuthal receivers is shown in Fig. 6.11a. Figure 6.11b shows the velocity-
time semblance contour plots of the waveforms. Figure 6.11a shows that the leaky P
modes have different characteristics at different azimuthal receivers. The amplitude
of the leaky P modes at receiver C is larger than that at others. This is due to the
larger annulus between the borehole wall and the receiver at this position. The larger
annulus moves the high-order leaky P modes to a lower frequency. The velocity
obtained from the semblance plot is slightly lower than the true P-wave velocity
due to dispersion of the leaky P modes. The ST wave is barely affected by the tool
eccentering. However, additional modes appear after the ST mode (beyond 3.7 ms).
These correspond to the higher-order modes, such as flexural, screw, and hexapole.
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Fig. 6.11 The wavefields of an eccentered monopole tool at 10 kHz in a fluid-filled borehole
surrounded by formation S1 (see Table 2.1). The tool eccentering parameters d and 6 are 23 mm
and 0°. a Waveforms at different azimuthal receivers and the sum of the four receivers. b The
velocity-time semblance contour plot for the sum of the four receivers. Semblance calculated as
described in Fig. 6.7b

The decomposition of the different modes at different receivers is shown in
Fig. 6.12. Because the waveforms at receivers B and D are the same, the waveform
at receiver D is not shown. Like Fig. 6.10, the green curves are the sum of the first
4 modes (n from O to 3). Note that there is no flexural mode at receivers B and D
due to the symmetry of these two receivers relative to the borehole center. Leaky P
modes at receiver C, for the dipole (n = 1) and quadrupole (n = 2), are larger than
those at other receivers because the eccentered tool places receiver C far from the
borehole wall. This is equivalent to enlarging the borehole radius, which moves the
leaky P modes to a lower frequency. The higher-order modes following the ST mode
(beyond 3.7 ms) can be seen at different azimuthal receivers. Receiver A shows the
clearest flexural, screw, and hexapole modes.

The waveforms at azimuthal receivers are also affected by the eccentering angle.
Similar to Fig. 6.9, the synthetic waveforms are shown in Fig. 6.13 when the tool
eccentering parameters d and 6 are 23 mm and 45°. The waveforms at receivers A
and B are the same and the waveforms at receivers C and D are the same. The leaky
P-waves, at receivers C and D, exhibit more high-order modes and larger amplitudes
than those at receivers A and B.

The mode decomposition in Fig. 6.14 shows the modal distribution for eccentering
angle 45°. They are different from the 0° case. Also note the contribution from
higher-order modes following the ST wave. They are small and unlikely to affect the
dispersion characteristics of the ST wave.
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Fig. 6.12 Modal decomposition for the waves at different azimuthal receivers for eccentered
monopole tool as in Fig. 6.11 in slow formation S1. a Sum of the four receivers. b Receiver
A. ¢ Receiver B. d Receiver C. Green curves are the sum of the first 4 order modes
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Fig. 6.13 The wavefield of an eccentered monopole tool at 10 kHz in a fluid-filled borehole
surrounded by formation S1 (see Table 2.1). Tool eccentering parameters d and 6 are 23 mm
and 45°. a Waveforms at different azimuthal receivers and the sum of the four receivers. b The
velocity-time semblance plot for the sum of waveforms at the four receivers. Semblance calculated
as described in Fig. 6.7b
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Fig. 6.14 Mode decomposition for the waves at different azimuthal receivers for eccentered
monopole tool as in Fig. 6.13 in slow formation S1. a Sum of the four receivers. b Receiver
A. ¢ Receiver C. Green curves are the sum of the first 4 order modes (n =0, 1, 2, 3)

6.1.2 Dipole Wavefields in Slow Formations

6.1.2.1 Influence of Eccentering Amount (d)

In Sect. 2.3.2, we discussed the wavefields of the centralized wireline dipole tool in
slow formations. Dipole measurements contain the leaky P as well as flexural modes.
The formation S-wave velocity can be determined from the flexural-wave velocity
at the cutoff frequency (low frequency limit).

In this section, we use wavefields from a wireline dipole tool with a low source
frequency (2 kHz) in slow formation S1 to investigate the effects of the tool eccen-
tricity and azimuth of tool eccentering. The dipole source polarization is along C to
A (Fig. 6.6). The output waveforms of the dipole tool are generated by subtracting
the waveforms of the inline receivers, RA-RC.

Figure 6.15 shows the waveforms at different azimuthal receivers. The eccentering
is 23 mm and the angle is 0°. Figure 6.15a shows the full waveforms and Fig. 6.15b
shows the magnified leaky P-waves. The dashed and solid curves represent the wave-
forms for the centralized and eccentered cases, respectively. The figure clearly shows
that the leaky P-waves for the eccentered case have larger amplitudes than those in
the centralized case. The effect of the tool eccentering amount d can be removed by
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Fig. 6.15 The wavefield of an eccentered 2 kHz dipole tool in a fluid-filled borehole surrounded
by formation S1 (see Table 2.1). The tool eccentering parameters d and 6 are 23 mm and 0°.
The dashed curves are the waveforms from a centralized tool. a Waveforms at different azimuthal
receivers and the output waveforms obtained by subtracting waveforms at inline receivers. b The
amplified waveforms of the leaky P-wave

subtracting the waveforms of the inline receivers. For the flexural wave, the wave-
forms at inline receivers (RA and RC) have small difference in both the amplitude
and phase from those of the centralized tool case. The dipole characteristic remains
intact. The waveforms at the crossline receivers (B and D) are different from the
centralized case. They are no longer zero. The amplitudes of these waves are of the
same order as those of the inline receivers. The crossline receivers are symmetric
relative to the borehole center when the tool eccentering angle is zero. The strongest
ST wave, after 3.5 ms, appears at the crossline receivers.

Figure 6.16 shows the decomposition of the waveforms into different modes. The
ST mode (n = 0) is prominent at all azimuthal receivers. This mode may be reduced
in amplitude by the taking the differences in the waveforms at the inline receivers
(RA-RC). The dipole mode (n = 1) is large. There is a weak screw mode.

The tool eccentering amount d does not affect the formation S-wave velocity
measurement when the tool eccentering angle is zero.

6.1.2.2 Influence of Tool Eccentering Angle

Unlike the monopole case, the dipole and quadrupole wavefields are affected by the
tool eccentering angle because the source is directional.

Figure 6.17 shows the waveforms at different azimuthal receivers when the tool
eccentering angle is 45°. Different from the monopole case, no receiver pair has
identical waveforms. The amplitudes of leaky P-waves vary at different azimuthal
receivers. After 3.5 ms, the influence of eccentering on the waveforms at the inline
receivers is small and the waveforms show good dipole characteristics. The formation
S-wave velocity determination is not affected in a significant way. The waveforms
after 3.5 ms in the crossline receivers show the same characteristics as those with
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Fig. 6.17 The wavefields of an eccentered 2 kHz dipole tool in a fluid-filled borehole surrounded
by formation S1 (see Table 2.1). The tool eccentering parameters d and 6 are 23 mm and 45°.
The dashed curves are the waveforms for a centralized tool. a Waveforms at different azimuthal
receivers and the output waveforms after subtracting the waveforms of inline receivers. b Amplified
waveforms for early times to highlight the leaky P-waves
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a tool eccentering angle of 0°. They are of the same magnitude as the waves at the
inline receivers.

Figure 6.18 shows the modal decomposition of the waveforms at different
azimuthal receivers. Waveforms after 3.5 ms include additional modes compared
to the centralized tool case, the distribution of which depends on the azimuth of the
receiver. The strong ST wave appears at all azimuthal receivers. The flexural wave is
not excited at receivers B and D. The screw mode is very weak at azimuthal receivers
C and D. The waveforms at receivers B and D are nearly the same.

When the tool is eccentered along the crossline direction (6 = 90°), the wavefield
changes very little from that in the centralized case, where there are no waves at
crossline receivers and the waveforms at the inline receivers keep the dipole features.
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Fig. 6.18 Mode decomposition for the waves at different azimuthal receivers for the dipole tool
case shown in Fig. 6.17 in slow formation S1. a Difference of the two inline receivers. b Receiver
A. ¢ Receiver B. d Receiver C. e Receiver D
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Generally, formation velocity measurement is barely affected by dipole tool
eccentering.

6.1.3 Quadrupole Wavefields in Slow Formations

An eccentered quadrupole tool generates leaky P-waves in addition to formation
screw waves. The leaky P-wave amplitude increases with increasing source frequency
and the amplitude of the formation screw wave decreases with increasing source
frequency. A low frequency source (such as 2 kHz) efficiently excites the screw
wave. Because two azimuthal sources, with alternate phases, are used in quadrupole
measurements, the waveforms at the azimuthal receivers also exhibit alternating
phases, as shown by dashed curves in Fig. 6.19.

When the tool is eccentered along the axis containing sources C and A (eccen-
tering angle of 0), the waveforms (solid curves) in Fig. 6.19 at azimuthal receivers
B and D are the same. The waveforms are slightly changed from the waveforms
of the centralized tool. The leaky P-wave is enhanced when the tool is eccentered.
Waveforms at receivers A and C are strongly affected by tool eccentering because of
broken symmetry. The output trace (solid curve) of the quadrupole tool (RA-RB +
RC-RD) is different from the centralized tool (dashed curve). The S-wave velocity
obtained from the velocity-time semblance (Fig. 6.20) is accurate. The P velocity can
also be obtained even though the semblance contour has a large spread. Dispersion
correction improves the P-wave velocity determination.

The mode decomposition shown in Fig. 6.21 shows why the S-wave velocity
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Fig.6.19 The wavefield of an eccentered 2 kHz quadrupole tool in a fluid-filled borehole surrounded
by formation S1 (see Table 2.1) when the tool eccentering parameters d and 6 are 23 mm and 0°.
a Waveforms at different azimuthal receivers and the output waveforms obtained by subtracting
waveforms at crossline receivers from those at inline receivers. b The amplified waveforms before
3.5 ms in a. The dashed curves are the waveforms for a centralized tool. Note that the amplitude of
the leaky P-wave for the centralized tool case is very low but is not zero
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Fig. 6.20 Velocity-time semblance plots for synthetic array waveforms from a 2 kHz quadrupole
tool in slow formation S1. a Centralized tool. b Eccentered tool. Tool eccentering parameters d and
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Fig. 6.21 Mode decomposition for the waves at different azimuthal receivers for the case shown
in Fig. 6.19. a Output trace of the quadrupole tool (RA-RB + RC-RD. b Receiver A. ¢ Receiver B.
d Receiver C. The waveforms at azimuthal receivers B and D are exactly the same. The waveforms
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determination is not affected by eccentering. The leaky P-waves at receivers B and
D are from the monopole (n = 0) mode. The leaky P modes at receivers A and C
have contributions from not only the monopole (n = 0), but also the dipole (n =
1) and quadrupole (n = 2) modes. The formation screw wave is no longer the pure
screw mode after 3 ms and it is contaminated by other modes. Among these modes,
the flexural mode has the greatest amplitude at receivers A and C. Tool eccentering
affects the radiation pattern of the quadrupole source. Waveforms at receivers B and
D have no flexural waves and the formation screw mode dominates with a weak ST
wave. The waveform after 3 ms, in the trace of RA-RB + RC-RD in Fig. 6.21a,
consists of strong flexural and screw modes and weak ST.

In summary, even though the waveforms from an eccentered quadrupole tool
are more dispersive than those in the centralized case, the S-wave velocity can be
obtained.

Figure 6.22 shows the waveforms at azimuthally distributed receivers when the
tool eccentering angle is 45°. Waveforms (solid curves) at all azimuths dramatically
change compare to the centered tool case (dashed curves). All eccentered waveforms
are larger than the centralized waveforms due to the strong flexural waves. In the
centered quadrupole case, the waveforms at azimuthal receivers A and C (also the
receiver pair B and D) are the same. The waveforms at receivers A and C are out of
phase for this eccentering case, similar to that observed in the case of tool eccentering
angle of 0°. Waveforms at receivers B and D are also out of phase for 45° eccentering
angle. The dipole (n = 1) signatures can be found for receiver pairs A-B and C-D.
The anti-symmetry characteristic is discussed in more detail in Sect. 6.3.3. The mode
decomposition in Fig. 6.23 shows that the flexural mode dominates the waveforms
even for a quadrupole source.
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Fig. 6.22 The wavefield (solid curves) of an eccentered 2 kHz quadrupole tool in a fluid-filled
borehole surrounded by formation S1 (see Table 2.1) when the tool eccentering parameters d and 0
are 23 mm and 45°. The dashed curves are the waveforms from the centralized tool. a Waveforms
at different azimuthal receivers and the output waveforms by subtracting waveforms at crossline
receivers from those at the inline receivers. b The amplified waveforms
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Fig. 6.23 Mode decomposition for the waves at different azimuthal receivers for the quadrupole
case in Fig. 6.22. The quadrupole tool eccentering parameters d and 6 are 23 mm and 45°. a Output
trace of the quadrupole tool (RA-RB + RC-RD). b Receiver A. ¢ Receiver B. d Receiver C.
e Receiver D. The waveforms before 3.5 ms are magnified 10 times

6.2 Eccentered Monopole ALWD Tool in Fast Formations

During drilling, the drill collar is most likely to be off-centered. Figure 6.24 shows a
schematic diagram of an eccentered monopole ALWD tool in a fluid-filled borehole.
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Fig. 6.24 Schematic figure of an eccentered monopole ALWD tool. Tool eccentering angle is 0°
along x direction

Figure 6.25 shows wavefield snapshots for formations F1 and F2 where the drill
collar is shifted 24 mm along the x direction. The smallest thickness of fluid between
collar (receiver 1) and borehole wall is 3 mm and the maximum (receiver 19, see
receiver index in Fig. 5.7a) is 51 mm. Collar longitudinal (distance range marked
with black bars in Fig. 6.25a, b) P, S, pR, and ST modes are clearly visible and marked
in the figure. There is an additional mode visible in the x-z snapshot (distance range
marked with gray bars, from 1.1 to 2.1 m (Fig. 6.25a) and 1.3-2.4 m (Fig. 6.25b)).
This mode is the induced collar flexural wave. The S and pR waves are contaminated
by the collar flexural mode. The P-wave in the F1 model (Fig. 6.25a) and S-wave in
the F2 (Fig. 6.25b) model are not affected by tool eccentering.

The snapshots for the top-down view, x-y profile at z = 1.53 m, are shown in
Fig. 6.25c (F1) and 6.25d (F2). The two small white circles in the figures denote
the inner and outer boundaries of the collar and the largest white circle is the bore-
hole boundary. The azimuthal variation of color in the snapshots corresponds to the
flexural mode.

The collar flexural wave interferes with the P-wave in the slower formation
(F2) and with the S-wave in the faster formation (F1) when the monopole tool is
eccentered.

6.2.1 Fast Formation (F1)

This section focuses on the effect of tool eccentering on the ALWD measurement
in formation F1 (Table 5.2). Figure 6.26 shows the waveforms at various azimuths
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Fig. 6.25 Pressure snapshots at 0.7 ms for different profiles when the eccentering vector is 24 mm
in formations F1 and F2. Collar C32 in Table 5.2 is used. a and b are x-z profiles, and ¢ and d are
x-y profiles at z = 1.53 m. Two small white circles in the figures ¢ and d denote the inner and
outer boundaries of the collar and the largest white circle is the boundary of the borehole. The color
bar indicates the relative amplitudes. Model geometry is shown in Fig. 6.24 (Fig. 2 in Wang et al.
[2017])

when the tool offset varies from 0 to 24 mm. The receivers are located 3 m from the
source. The waveforms between 1.1 and 1.5 ms contain the S and pR waves when the
tool is centralized (Fig. 6.26a). The tool eccentering makes these modes dispersive
and they lose coherence as shown in Fig. 6.26c—f. It becomes difficult to identify
S-wave arrival times due to the overlap between the collar flexural and S waves. In
the azimuths from 90 to 270°, coda waves appear in the latter part of the traces (after
1.5 ms) when the tool is offset from the borehole center. The S-wave velocity can be
determined when the tool offset is less than 6 mm but with some difficulty. As the
offset increases, the collar flexural overwhelms the S-wave.

Figure 6.27 shows velocity-time semblance plots for the portions of the waveforms
between 1.1 and 1.9 ms at different tool offsets and different receiver azimuths (0, 90
and 180°). The coherence of the array waveforms at azimuth 0° (Fig. 6.27a) decreases
when the tool offset exceeds 2 mm. There are also additional coherent areas, ahead
of or behind the S-wave arrival, due to the dispersive collar flexural waves.
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Fig. 6.26 Effect of tool eccentricity on S and pR wave at different azimuthal receivers in formation
F1 (Table 5.2). Spacing between the receiver and source is 3 m. a—f are the waveforms for tool
offsets of 0, 1, 6, 9, 15, and 21 mm. Waveforms in each plot are normalized by their maximum
amplitude. Each plot shows 36 waveforms covering azimuths from 0 to 360°. Tool is offset at 0°
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Fig.6.27 Velocity-time semblance for the S-wave velocity at array receivers with different azimuths
for different tool offsets in formation F1. The S-wave velocity of the model is marked with red line.
Receiver array used is the same as in Fig. 6.7b
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For the waveforms at 90° (Fig. 6.27b), the S-wave velocity can be determined
from the maximum value of semblance when the tool offset is 5 mm or less. As can
be seen in Fig. 6.27c (azimuth of 180°), the S-wave velocity measurement becomes
difficult even for a very small tool eccentering.

Dispersion analysis demonstrates that the S and pR waves are overriden by the
collar flexural wave. Figure 6.28 shows an example of the dispersion analysis for
the waveforms at 180° azimuthal receiver when the tool offset is 6 mm. The contour
plot is the extracted dispersion from the waveforms between 1.1 and 1.8 ms. Red and
blue curves are the analytical dispersion curves of pR (Fig. 5.5) and collar flexural
(Fig. 5.12) for the centered monopole and dipole tools, respectively. The wave for
the eccentered monopole tool is a mixture of collar flexural and pR waves.

6.2.2 Fast Formation (F2)

6.2.2.1 Tool Eccentering Effects on P-Wave

In formation F2 (Table 5.2), the effect of tool eccentering is more serious than in
the case of the higher velocity formation F1. Figure 6.29 shows the simulated wave-
forms at different azimuthal receivers with different tool eccenterings (or offsets) for
formation F2.

Receiver 1 is at 0°, in the direction of tool offset. The variation of waveforms
can be seen by comparing different panels in Fig. 6.29. Waveforms in each plot are
normalized by their maximum amplitudes. The arrival time of the collar longitu-
dinal (L) wave is at approximately 0.6 ms. The P-wave arrival times are at approxi-
mately 1.1 ms. The eccentering does not change the arrival times of the collar wave.
Figure 6.30 shows the collar L and P waves at receiver 19 (azimuth of 180°) for
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Fig. 6.29 Collar wave and P-wave at different azimuthal receivers with different tool eccenterings
(or offsets) in formation F2 (Table 5.2). Collar C32 in Table 5.2 is used. Spacing between the
receiver and source is 3 m. a—f are the waveforms for tool offsets of 0, 3, 9, 12, 15, and 18 mm.
Waveforms in each plot are normalized by their maximum amplitude
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different tool offsets. The amplitude of the collar wave is barely sensitive to tool
offset on receiver 19. P-wave arrival time is barely affected by the tool eccentering.
The P-wave amplitude increases with the increasing eccentering (see Fig. 6.30). For
azimuths where the fluid annulus is small (near receiver 1 at 0°), the amplitudes
become larger as tool eccentering increases. The amplitudes slightly change in the
orthogonal direction to the tool offset (near receivers 10 at 90° and 28 at 270°).
The interference between the collar and P waves become stronger as eccentering
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Fig. 6.31 a Monopole waveform at azimuthal receivers R1 and R19 when the tool eccentering
is 18 mm in formation F2 (Table 5.2). b Dispersion analysis for waves at R1 using receivers at
eccentering of 18 mm. Only the modes with velocity below 3000 m/s are shown. The circles and
red curve indicate the expected dispersion for centralized monopole and dipole tools, respectively

increases, especially for receivers near the offset direction. This interference results
from the appearance of a collar flexural mode between the collar longitudinal and
formation P-wave. It makes P-wave velocity determination more difficult. There
is little interference in the orthogonal direction to tool offset. This can be seen in
Fig. 6.29 from the difference between the waveforms at receivers 1 (0°) and 19
(180°), as well as the difference between the waveforms at receivers 10 (90°) and 28
(270°).

Figure 6.31a shows the first 2 ms of waveforms at two azimuths, 0 and 180° in
formation F2. The opposite phases of the flexural collar waves at the two azimuths
are clear. Figure 6.31b shows the dispersion analysis for waves at receiver 1. Circles
show the dispersion for a centralized monopole tool case obtained using the filtered
frequency semblance method (Rao and Toksdz 2005). The red solid curve is the
dispersion curve of formation flexural wave when the dipole tool is centered.

For P-wave velocity measurement, waveforms at receivers at four different
azimuths can be used. Figure 6.32 shows the waveforms at three different azimuth
receivers (0°,90°, and 180°) as the tool offset increases from 0 to 24 mm. Trace ampli-
tudes are normalized to the maximum amplitude in each plot. The arrival time and
shape of the collar longitudinal wave, labeled on the left panel of Fig. 6.32a, do not
change but the amplitude becomes larger when the tool eccentering increases. The P-
wave, which follows the collar wave, arrives earlier and its amplitude becomes larger
as tool offset increases. When offset is less than 6 mm, the P-wave arrives earlier when
the tool offset increases (see Fig. 6.32a). When the tool offset is greater than 6 mm,
the P-wave amplitude continues to grow with the increasing offset. Figure 6.32b
shows the waveforms at receiver 10 (azimuth of 90°) with various tool offsets. When
the tool offset is less than or equal to 6 mm, the observed modes are nearly the same
as those in the centralized tool case (offset 0 mm). For tool offsets larger than 9 mm,
the collar wave amplitude increases with the increasing tool offset. If tool offset is
greater than 15 mm, the collar flexural wave interferes with the P-wave.
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Fig. 6.32 Waveforms at receivers at three azimuths, in formation F2, for different tool eccenterings.
Distance from receiver to source is 3 m. Receiver azimuths are different for each panel. Tool is
offset towards 0°. a 0° azimuth; b 90° azimuth; ¢ 180° azimuth; d P-wave velocity obtained from
waveforms at 0, 90, and 180° azimuths. The velocities are obtained from the velocity-time semblance
analysis (Fig. 3 in Wang et al. [2017])
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We use a velocity-time semblance method (described in Sect. 3.1.2) to calculate
the P-wave velocity from array waveforms at receivers with different azimuths at
tool offsets from O to 24 mm. Figure 6.32d shows the P-wave velocities obtained for
different tool offsets using waveforms at azimuth receivers (0, 90 and 180°). Except
for the smallest eccentering (1-3 mm), the estimated P-wave velocity from the wave-
forms at azimuth receivers 0 and 180° is significantly lower than both the velocity of
the collar flexural wave approximately 2800 m/s at 10 kHz and the formation P-wave
velocity of 3000 m/s. This could cause misinterpretation of field measurements as
it is difficult to limit the offset to below 3 mm. For the waveforms at 90° azimuth,
the errors in the P-wave velocity determination are much smaller (less than 3%) for
eccentering equal to or smaller than 10 mm.

In summary, for waveforms at azimuth receivers 0 and 180° in the formation F2,
the P-wave is affected by the induced collar flexural wave when the monopole tool
is eccentered.

6.2.2.2 Tool Eccentering Effects on S and ST Waves

Eccentering of a monopole tool affects the S and ST waves. Calculated waveforms at
different azimuthal receivers are shown in Fig. 6.33. Waveforms at 180° to the direc-
tion of tool offset significantly change with offset. The S-wave amplitudes decrease
with the increasing offset. The ST wave amplitude at receiver 19 (180°) becomes
smaller as tool offset increases.

Receiver azimuths (°)

Time (ms)

Fig. 6.33 Full waveforms for receivers in formation F2. Collar C32 in Table 5.2 is used. a—f are the
waveforms for the tool offset of 0, 3, 9, 12, 15, and 18 mm. Waveforms in each plot are normalized
by their maximum amplitude. Tool is offset towards 0°
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Fig. 6.34 a Waveform after 2 ms at azimuth receivers R1 and R19 in formation F2 when tool offset
is 18 mm. b Dispersion analysis (contour plot) for the waveforms at receiver 1 in a. Blue circles are
the dispersion characteristics for the centralized monopole tool. Red curve is the formation flexural
dispersion curve for a centralized dipole tool. The contoured region with slow velocity (<1.4 km/s)
is a mixture of formation flexural and ST modes

ST waves are prominent at receiver R1 (0°) and much smaller at receiver R19
(180°) when receiver offset is 18 mm (Fig. 6.34a). The polarities of all waves at the
two receivers are opposite. There is also small amplitude formation flexural wave
(Fig. 6.34a) due to multipole mode excitation because of loss of azimuthal symmetry.
The details of the dispersion of the ST and flexural waves are shown in Fig. 6.34b.

The tool eccentering does not strongly affect the waveforms for the receivers in
the direction orthogonal to the tool offset. Figure 6.35a shows the waveforms at
receiver 10 for tool eccentering of 18 mm. The curves labeled “R10 tool centralized”
and “R10 tool off 18 mm” are the waveforms at R10 (90°) in the centered tool and

(b) 51
Q
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L L il L 1 T L L 1 L L
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Fig. 6.35 a Waveforms at receiver 10 for tool eccentering of 18 mm and for the centralized
monopole tool in formation F2. b Dispersion analysis (contour plots) for the array waveforms
at the azimuthal receiver 10. Receiver spacing are the same as in Fig. 6.34a. The dispersion curves
for the centralized tool case are overlaid with circles. Only the modes with velocity below 3000 m/s
are shown
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the 18 mm offset eccentered tool, respectively. The waveforms at receivers R10 and
R28 are identical.

The determination of P-wave velocity is not affected by the collar flexural wave at
receivers R10 and R28 when the tool is eccentered. There are changes in the disper-
sion curves for offset tools compared to centralized tools. Figure 6.35b shows the
results of dispersion analysis for the waveform at receiver 10 with a tool eccentering
of 18 mm. Circles denote the dispersion curves for a centralized tool as a reference.
The P-wave becomes more dispersive compared to the case of a centralized tool. It is
also affected by the collar flexural wave. The ST and formation flexural waves arrive
about the same time, but the ST dominates the wave train (Fig. 6.35a).

For the determination of P and S velocities from an eccentered monopole ALWD
tool, measurements can benefit from usage of data from multiple azimuthal sources
and receivers. Collar designs that reduce the amplitude of collar longitudinal and
flexural waves could significantly aid in the determination of formation P and S
velocities.

If the waveforms at receivers of all azimuths are acquired separately, it may
be possible to see identical waveforms at the two receivers that have an azimuth
difference of 180°. These receiver positions correspond to the direction orthogonal
to the tool offset. Knowing the direction of offset enables one to determine the
receiver in the direction of the smallest fluid column (0°). The knowledge of the
offset, combined with waveform calculation, improves the accuracy of P- and S-wave
velocity determination.

6.3 Eccentered ALWD Tools in Slow Formations

In this section, the wavefields for the eccentered tool in a slow formation (Vp =
2000 m/s, Vs = 1000 m/s, density = 2000 kg/m?) is investigated. Collar C32 in
Table 5.2 is used.

6.3.1 Monopole Tool

Figure 6.36a—d display the first 1.5 ms of the waveforms at different azimuthal
receivers for tool eccenterings of 0, 6, 12, and 18 mm, respectively. Waveforms in
each plot are normalized by their maximum amplitudes. The tool eccentering does
not affect the arrival time of the collar wave at 0.6 ms. The amplitudes at receivers
located orthogonal to the directions of the tool eccentering are affected very little.

Figure 6.37a—d show the full waveforms between 1.5 and 4 ms at different
azimuths for tool eccenterings of 0, 6, 12, and 18 mm. Leaky P (marked as P at
1.5 ms) and ST (at 3.5 ms) waves are visible. The amplitudes of the P and ST waves
in the directions of the smallest and largest fluid columns behave different from each
other.
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Fig. 6.36 Collar waves in a slow formation (Vp = 2000 m/s, Vs = 1000 m/s, density = 2000 kg/m?)
at azimuthal receivers with different tool eccenterings. a—d are for the tool eccenterings of 0,
6, 12, and 18 mm. Waveforms in each plot are normalized by their maximum amplitude. The
source-receiver distance is 3 m

Receiver azimuths (%)
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Fig. 6.37 Full waveforms in a slow formation (see Fig. 6.36) for receivers at different azimuths
with different tool offsets. Time scale is from 1.5 to 4 ms. a—d are the waveforms for the tool offset
of 0, 6, 12, and 18 mm. Waveforms in each plot are normalized by their maximum amplitude.
Formation P and S velocities are 2000 and 1000 m/s. The source-receiver distance is 3 m

Figure 6.38 shows top view (x-y) snapshots of the wavefield at the location 2.1 m
from the source position. The recording times of the snapshots are listed on each
plot. The magnitude of the tool eccentering is 18 mm. The white circles in the figure
denote the inner and outer boundaries of the collar and the black circle is borehole
wall. The colors indicating opposite polarities about the axis along the tool offset
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Fig. 6.38 Snapshots of x-y image of wavefield in a slow formation (Vp = 2000 m/s, Vs = 1000 m/s,
density = 2000 kg/m?) at two different times for a monopole tool eccentered 18 mm. The source-
receiver distance is 2.1 m. The two small white circles denote the inner and outer boundaries of the
collar and the largest black circle is the boundary of the borehole

in the collar in the snapshots at 1 and 2 ms are the collar flexural modes which are
visible in Fig. 6.36.

Further evidence for the collar flexural waves generated by eccentering is shown by
the waveforms. Figure 6.39 shows the array waveforms, the velocity-time semblance
plot, and the dispersion analysis for waveforms at azimuthal receivers R1 and R19
for tool offset of 18 mm. The collar, and leaky P-waves can be identified in the array
waveforms. The mode between the collar longitudinal and leaky P-waves is a collar
flexural wave. The polarity difference between receivers 1 and 19 substantiates that it
is a flexural wave. The dispersion in Fig. 6.39c¢ further confirms the interpretation as
a collar flexural wave. The collar flexural-wave velocity is approximately 2600 m/s
which is determined from the velocity-time semblance plot in Fig. 6.39b. The collar
flexural wave barely affects the formation P-wave velocity determination. A high
source frequency (10 kHz) helps to separate the formation P and collar flexural waves.
When the source frequency is below 4 kHz, the collar flexural wave interferes with
the P-wave (see Fig. 6.39¢c). In this case, a dispersion-based filtering method may
reduce the interference of the collar flexural wave and leaky P-wave.

Formation flexural and ST waves also interfere below 2 kHz (Fig. 6.39¢c, d). The
collar flexural mode also perturbs the ST mode at very low frequencies (below 1 kHz
in Fig. 6.39d). A formation quadrupole wave also appears in Fig. 6.39d.

Figure 6.40 shows the effects of tool eccentricity on the modes at receivers orthog-
onal to the tool offset. Waveforms at receiver 10 (90°) are shown for a centralized tool
and a tool offset by 18 mm. Figure 6.40a shows the portion of the collar and leaky
P-waves and Fig. 6.40b shows the ST wave. The dashed lines are the waveforms for
a centered tool and the solid lines show waveforms for an eccentered tool. There
is very slight difference between the collar waves for the centered and eccentered
cases. The tool eccentricity does not affect the collar waves in any significant way
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Fig. 6.39 Wavefields in a slow formation (Vp = 2000 m/s, Vs = 1000 m/s, density = 2000 kg/m?)
at azimuthal receivers 1 and 19 when the tool eccentering is 18 mm. a The waveforms at receivers
1 and 19 for the eccentered monopole tool. Offset in the vertical axis is the source-receiver offset.
b and ¢ Velocity-time semblance plot and the dispersion analysis of waveform at receiver R1.
d Dispersion (color image) for the waveforms at receiver R19. Dispersion curves of ST, formation
flexural, and formation quadrupole waves are shown in the expanded (velocity) plot in panel d

except for the small collar flexural wave from 1 to 1.4 ms. For the leaky P-wave,
the tool offset slightly reduces the amplitude. The waveforms of ST are affected in
amplitude and arrival time due to the tool offset. In addition, other modes (flexural
and quadrupole) are generated and mixed with the ST wave, as shown in Fig. 6.40b
and the dispersion analysis in Fig. 6.40d.

6.3.2 Dipole Tool

For dipole tools, both the amount and the direction of eccentering affect the
waveforms.
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Fig. 6.40 Wavefields in a slow formation (Vp = 2000 m/s, Vs = 1000 m/s, density = 2000 kg/m?)
at azimuthal receiver 10 with different tool eccenterings. a A monopole source array waveform at
R10 (collar wave and leaky P wave) for tool offset of 0 and 18 mm. b array waveform of ST wave,
¢ velocity-time semblance plot, and d the dispersion analysis for the tool offset of 18 mm
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Fig. 6.41 Snapshots in the x-y plane of the wavefield in a slow formation (Vp = 2000 m/s, Vs =
1000 m/s, and density = 2000 kg/m?) at two different times with a dipole tool eccentered 18 mm
along 0° azimuth. The source-receiver distance is 1.05 m. The two small white circles denote the
inner and outer boundaries of the collar and the largest circle is the boundary of the borehole

6.3.2.1 Dipole Tool Eccentered Along 0°

The radiation pattern of a centered dipole source is antisymmetric with respect to the
dipole axis, as shown in Fig. 5.26. The maximum amplitudes are at azimuths of 0
and 180°. The amplitudes are zero at azimuths of 90 and 270° when the polarization
of the dipole tool is along 0°-180° direction.

The symmetry of the radiation pattern breaks down when the dipole tool shifts
along the direction of 0° as receiver 1 moves closer to the borehole wall. Figure 6.41
shows snapshots of horizontal motion in the x-y plane at a distance of 1.05 m from
the source. The tool offset is 18 mm. The wavefields at azimuthal receivers at 0 and
180° have large differences. They would have the same amplitudes if the tool was
centered.

The waveforms at the crossline receiver pair (90° and 270°) are the same but
nonzero when the LWD tool is shifted along the source polarization direction.

6.3.2.2 Dipole Tool Eccentered Along 30°

The waveforms at four receiver positions for centered and eccentered dipole tools in
a slow formation are shown in Fig. 6.42. The eccentered tool is shifted along 30°.
The dipole characteristics of the collar wave remains unchanged. The amplitudes at
azimuth of 0° (R1) and 180° (R19) increase when the tool offset increases (Fig. 6.42a,
b). Formation flexural waves are contaminated by ST and formation quadrupole
waves (Wang et al. 2013). The waveforms (after 2 ms) at R1 significantly change
with offset, in phase and amplitude, when the eccentering increases. The waveforms
at R19 only change in amplitude.
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Fig. 6.42 Synthetic waveforms at four azimuthal receivers (R1, R19, R10, and R28). The source-
receiver spacing is 1.5 m. The waves after 2 ms in ¢ and d are combination of ST and formation
quadrupole waves. Tool offset is at 30°

The waveforms at azimuth receivers R10 and R28 are different from those of R1
and R19. Their amplitudes become larger when the tool eccentering increases. The
two waveforms are not the same because the two receivers are now not symmetric
relative to the borehole center. The amplitude at R28 is smaller than at R10. The ST
wave dominates the traces. These modes are substantiated by the dispersion analysis
shown in Fig. 6.43, where the dispersion curves of the centered source are overlain.

6.3.2.3 Dipole Tool Eccentered Along 90°

Figure 6.44 shows the synthetic waveforms when the tool shifts along 90° (crossline
direction) making R10 being closer to the borehole wall. The amplitudes at R1
and R19 increase when the tool eccentering increases. The relationship between the
amplitude increments and the eccentering is not linear. The first arrival at 1 ms is
a collar flexural wave. The wave after 2 ms is dominated by the formation flexural
and ST waves. The amplitude at R10 and R28 (not shown here) are nearly zero (100
times smaller than that of R1 and R19).
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Fig. 6.43 Dispersion analysis of waveform at R10 when tool offset is 9 mm for a dipole source in a
slow formation (Fig. 6.41) when tool eccentered along 30°. b is the same with an enlarged velocity
scale from 700 to 1200 m/s. Dispersion curves of centralized monopole (ST), dipole (collar flexural
and formation flexural), and quadrupole (formation quadrupole) sources are overlain
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Fig. 6.44 Synthetic data for the dipole tool eccentered along the crossline direction in a slow
formation (Vp = 2000 m/s, Vs = 1000 m/s, and density = 2000 kg/m?). Collar C32 in Table 5.2 is
used. a R1; bR19

6.3.3 Quadrupole Tool

6.3.3.1 Quadrupole Tool Eccentered Along 0°

With a centered low frequency (2 kHz) quadrupole source, there are no collar screw
modes as was shown in Fig. 5.37. There is only formation screw (quadrupole) wave.
This is the primary reason why the low frequency quadrupole tool is utilized in
industry. To demonstrate the effect of eccentering of a quadrupole tool, we follow
the procedure used for the dipole tool. First, we shift the tool along the direction of
0° making receiver 1 closer to the borehole wall.



6.3 Eccentered ALWD Tools in Slow Formations 215

Time = 2.0ms ><11o5 Time = 3.0ms x}o6
(a) (b)

08 0.8
0.2 06 02 ' 0.6
0.1 0.4 0.1 0.4
R 0.2 0.2

E o & 0 0 0

> =

[ -0.2 0.2
-0 04 01 0.4
0.2 06 4o 0.6
0.8 -0.8

-0.3 -1 -0.3 -1

0.3 -0.2 -01 0 01 0.2 -0.3 -0.2 -01 0 01 0.2
X (m) X (m)

Fig. 6.45 Snapshots of x-y image of the wavefield in a slow formation (Vp = 2000 m/s, Vs =
1000 m/s, density = 2000 kg/m?) at two different times with a 2 Hz quadrupole tool eccentered
18 mm along 0° azimuth. The source-receiver distance is 1.05 m. The two small white circles denote
the inner and outer boundaries of the collar and the largest circle is the boundary of the borehole

Figure 6.45 shows top-view (x-y profile) snapshots of the pressure wavefield
with the 1.5-m source-receiver spacing at times of 2 and 3 ms. Collar flexural mode
appears when the tool is eccentered by 18 mm (Fig. 6.45a). The symmetry of the
formation quadrupole mode is broken and an ST wave is induced (snapshot at 3 ms
in Fig. 6.45b). Figure 6.46 shows the waveforms acquired by receivers at azimuths
of 0, 90, 180, and 270° (relative to the x positive direction). The collar flexural wave
appears as the first arrival. It is small at all receivers. The waveforms after 2 ms
maintain the quadrupole characteristics.

6.3.3.2 Quadrupole Tool Eccentered Along 30°

Figure 6.47 shows synthetic waveforms at different azimuthal receivers for different
amounts of tool eccentering. Clear collar flexural modes are the first arrivals. The
amplitudes of collar flexural wave become larger when the tool eccentering increases.

Waveforms after 2 ms are related to the formation. Waves at different receivers
are differently affected by the tool eccentering. There are prominent formation
quadrupole waves. Other modes, especially formation flexural waves, appear when
tool eccentering increases. Dispersion analysis, shown in Fig. 6.48a, b, demonstrates
that the waveforms after 2 ms is still predominately a formation quadrupole mode.
There is also some formation flexural wave.
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Fig. 6.46 Waveforms at 4 different azimuthal receivers when a 2 Hz quadrupole tool is eccentered
18 mm along 0°. A slow formation (Vp = 2000 m/s, Vs = 1000 m/s, and density = 2000 kg/m?)
and collar C32 in Table 5.2 are used

6.3.3.3 Quadrupole Tool Eccentered Along 45°

Figure 6.49 shows the array waveforms at different receivers for both the 9- and
18-mm cases eccentered along 45°. For the eccentered tool, small-amplitude collar
flexural waves appear as first arrivals at all receivers. The formation quadrupole waves
can be identified by comparing their polarities at different receivers. Waveforms at R1
are the same but with opposite polarity as the waveforms at R10. This phenomenon,
which is due to symmetry, is also observed between receiver pair R19-R28, where
the negative waveforms at R19 are the same as the waveforms at R28.

Waveforms calculated for other angles of tool eccentering also show that the
waveforms at R1, R10, R19, and R28 for the 60° case behave in an anti-symmetrical
way (the amplitude is the same and the phase is opposite) with those at R10, R1,
R28 and R19 for the 30° case (Fig. 6.50). Generally, the anti-symmetry is relative to
the 45° azimuth. This indicates that for a tool eccentered along two different angles:
0, and 6,, if 10; — 45°1 = 16, — 45°I, the waveforms at receiver pairs R1-R10 and
R19-R28 are have same amplitude but opposite phase: R1 (6;) = —R10 (6,), R10 (8;)
= —R1(62), R19 (6;) = —R28 (6,), and R28 (6;) = —R19 (6,). This anti-symmetry
can be dealt with using a mirror transform on the LWD tool, followed by a 90°
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Fig. 6.47 Synthetic waveforms at azimuthal receivers for the 1.5-m source-receiver spacing when
the 2 Hz quadrupole tool is eccentered 30° from the borehole center. A slow formation (Vp =
2000 m/s, Vs = 1000 m/s, and density = 2000 kg/m3) and collar C32 in Table 5.2 are used. a R1.
b R19. ¢ R10. d R28. Note the different amplitude scales

rotation. Figure 6.51 demonstrates the anti-symmetry phenomenon. The case of tool
eccentered along 6, (Fig. 6.51b) is shown in Fig. 6.51c¢ after a 90° counterclockwise
rotation. Then a flip transformation along horizontal direction (mirror transform) is
applied (Fig. 6.51d). Comparing the tool configuration in Fig. 6.51a, d shows that
the waveforms at receiver pairs R1-R10 and R19-R28 have the same amplitude but
opposite phase.

6.3.4 Estimate of the Tool Position from the ALWD
Measurement

The real-time location of the downhole drill bit is very critical for geo-steering. In
wireline measurement, a multi-arm mechanical device is used to center the tool in
the well and ultrasonic calipers maybe used to determine the tool location. In the
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Fig. 6.49 Waveforms at four azimuthal receivers for a quadrupole tool eccentered along 45°. a R1
and R19 with 9 mm offset. b R10 and R28 with 9 mm offset. ¢ R1 and R19 with 18 mm offset.
d R1 and R19 with 18 mm offset

LWD case, mechanical calipers are not practical and an ultrasonic caliper as shown
in Fig. 6.52 can be used (Market and Bilby 2011). In that method, the first arrival of
the ultrasonic pulse-echo from the 4 azimuthal sensors are obtained to determine the
location of the collar within the borehole.

An alternate approach is to use the waveform at sonic frequency. As shown in
Sect. 6.3.2, the waveforms at different receivers in the dipole measurement are mainly
affected by the tool eccentering amounts and angles. Phase difference is a function
of eccentering angle 6 and amount d and frequency w. Wang et al. (2013b) used
the phase differences in the waveforms at the inline receivers and at the crossline
receivers to determine the tool position.

For different d and 6 combinations, different relationships with phase difference
can be obtained. It is possible to use the waveform phase difference to determine the
tool position in LWD measurement.
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Fig. 6.50 Comparison for waveforms at different receivers when the quadrupole tool is eccentered
along 30° and 60°. The amount of tool eccentering is 9 mm. Formation parameters are the same as
those in Fig. 6.47. “off” in the legend means offset

6.4 Summary

This chapter covered the effects of off-centering the multi-pole wireline and LWD
acoustic logging tools in wells surrounded by fast and slow formations. The summary

of this chapter is as follows,

(1) The eccentered monopole wireline tool induces some asymmetric modes. The
amplitudes of these modes depend on the amount of tool eccentering. The
induced asymmetric modes underestimate the S-wave velocity in fast formations
and affects the dispersion characteristic of ST waves in slow formations.

(2) The accuracy of formation velocity determination is affected if the tool is not
centered. In monopole ALWD, the induced collar flexural waves contaminate
the P- and S-waves making the velocity measurement difficult in fast formations.
In the quadrupole ALWD, the induced collar flexural does affect the formation
S-wave velocity measurement.

(3) Tool position can be determined using multi-azimuth waveforms from dipole
measurements.
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Fig. 6.51 Diagram of the anti-symmetry of the quadrupole waveforms at receiver pairs R1-R10
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the entire picture) firstly (¢) and then horizontally flipped to obtain a similar tool position (d) to the
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trace shows the pick of the echo. The right display shows the computed hole size and tool position
(Fig. 4 in Market and Bilby (2011))



Chapter 7
Peripheral Imaging Around a Borehole i

Imaging around a borehole provides valuable information for high-resolution char-
acterization of the subsurface. Surface seismic surveys provide good lateral imaging,
but its capabilities for detecting small features are limited. Conventional borehole
acoustic logging, described in Chap. 2, has a lateral depth of investigation of approx-
imately one meter from the borehole. The gap between seismic surveys and conven-
tional acoustic logging can be bridged by modifying acoustic logging for lateral
imaging. Recent studies have shown that borehole acoustic reflection imaging (BARI)
can detect structures as far as 20—100 m from the borehole (Tang 2004, 2017; Zhang
et al. 2018). In addition, the technology can be employed in acoustic logging-while-
drilling (ALWD) and in geo-steering (Tang et al. 2007). In this chapter, we describe
the concepts, wave propagation modeling, and data processing methods for lateral
imaging. We also show some field data examples of fractures imaged around a
borehole.

7.1 Introduction

In acoustic logging, the seismic waves generated by the source are partly trapped
in and around the fluid-filled borehole and partly penetrate the formation. Seismic
energy from the source that goes into the formation and propagates as body waves
that scatters from discontinuities may be recorded by the receivers in the borehole
and used for imaging. Figure 7.1 shows a schematic of the wave propagation paths
around a borehole in a formation with lateral heterogeneity.

Waves penetrating the formation propagate as P- and S-waves, and their ray paths
are defined by Snell’s law. Waves are reflected and converted when they encounter
a discontinuity, as shown in Fig. 7.2. Therefore, the waves generated by the source
produce an array of reflected and transmitted P-P (P to P), P-S (P to S) and S-P
(S to P), and S-S (S to S) waves. When the geometry is favorable, these waves
can be recorded by receivers in the borehole. The amplitudes and arrival times of
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Fig. 7.1 Schematic of an acoustic reflection image from a well

received waves depend on the distance to the discontinuity, the material contrast at
the discontinuity, and the geometries of the interfaces. The reflected waves can be
used to image both the positions and the geometries (such as dip and strike) of the
discontinuities near the borehole (Hornby 1989; Tang 2004).

In a simplified model, travel times can be determined using the ray theory. An
example is shown in Fig. 7.3, where the source T and receiver R are in the borehole
with a separation L and the interface intersects the borehole axis with angle 6. Let
b be the distance between the receiver R and intersection point of the interface and
borehole axis, V; is the borehole fluid velocity, and V|, and V are the formation P-
and S-wave velocities, respectively. R is the borehole radius.

The travel time of a P-P reflection (¢,,) from the transmitter to receiver is as
follows,

R L? +4p/ (L' + b') sin* 0
tpp = —(secBs + secH) + \/ +Ab(L7+ &) sin (7.1)
vr Vp

where L is the distance from the source to the receiver. L' = L — R(tanf; — tanfs) and
b =b-— R(cotf — tanfs). 8 and 65 are incidence and arrival angles, respectively.
The angles in Eq. 7.1 are related by Snell’s law and geometry:
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.a P-P and S-S reflected waves.

(7.2)

(7.3)

(7.4)

(7.5)

(7.6)

where 0, 0,, 63, and 64 are shown in Fig. 7.3. The arrival times of P-S, S-P, and S-S

reflections can also be obtained with a similar method.

Figure 7.4 shows the arrival times of different waves as a function of the source-
receiver offset. For this example, the formation surrounding the borehole is F1, whose
properties are listed in Table 2.1. The distance (L 4 b) from the source to the intersect
point of the interface and borehole axis is 18 m. The angle 8 is 15°. The arrival
times for three borehole guided waves (P, S, and ST) and four reflected waves (P-P,
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Fig. 7.3 Schematics of ray
paths for P-P reflection at an
interface
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P-S, S-P, and S-S) are also shown. The arrival times of the borehole guided waves
increase linearly with the increase in receiver offset. The arrival times of the reflected
waves fall along hyperbolas. The reflected and borehole guided waves overlap each
other for a source-receiver offset of more than 3 m. This concept illustrates one of
the challenges in the application of this method. The weak reflected waves may be
submerged within the strong waves that are guided along the borehole.

The first prototype of an acoustic reflection tool was called EVA (Evaluation of
Velocity and Attenuation) and was developed in 1981 (Arditty et al. 1981; Fortin et al.
1991). Schlumberger called their acoustic reflection tool BARS: Borehole Acoustic
Reflection Survey (Esmersoy et al. 1998). Field applications showed that acoustic
imaging can detect interfaces 10-20 m from the borehole (Hirabayashi et al. 2010).
Bohai Drilling of China National Petroleum Corporation also developed an acoustic
reflection logging tool and data processing software in 2007 (Chai et al. 2009; Li
et al. 2014). When a monopole source and omnidirectional receivers are used for
imaging, the strike (i.e., azimuth) of the reflector cannot be determined. Different
approaches have been introduced to obtain strike information. An example includes
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Fig. 7.4 Travel time curve of the borehole modes and reflected waves (He 2005). The formation
surrounding the borehole is F1, and the properties are listed in Table 2.1. The model is shown in
Fig. 7.3 with angles and dimensions given in the text

the Sonic Scanner (a Schlumberger tool) designed to detect the structure around the
borehole in 3 dimensions (Pistre et al. 2005).

Tang (2004, 2016, 2017), Tang and Patterson (2009) used dipole S-wave measure-
ments based on XMAC II (a sonic logging tool from Baker Hughes) to image inter-
faces and to obtain the azimuth information from the dipole data using the reflected
SH and SV waves. Zhang et al. (2018) reported an improved dipole tool for imaging.
The tool employs a dipole source at two frequencies of 1 and 4 kHz. The tool has
two recording times of 128 and 256 ms and can detect reflectors up to 80 m from the
borehole.

Although acoustic reflection imaging tools have been available for more than a
decade, some problems remain. The biggest challenges are associated with extracting
the relatively weak reflected waves from the dominant borehole-guided waves, and
determining the dip, strike, and azimuth of the reflector. Progress is being made
using methods adopted from seismic surface reflection imaging, such as migration,
to detect and determine the dip of the structure using monopole logging data (e.g.,
Zhang et al. 2009; Li et al. 2014).
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7.2 Wave Propagation Modeling for Borehole Acoustic
Reflection Imaging

7.2.1 Wireline Monopole

The 3-dimensional finite difference method (see Appendix B) is used to model the
wavefields in and around the borehole, including scattering from an interface outside
the borehole. The model is similar to that shown in Fig. 7.1. The horizontal axis of
the figure is defined as x, and the vertical axis is z. The model size is 5.5 m (x) X
I m(y) x 15 m (z). A fluid-filled borehole with a radius of 10 cm is located at (1,
0.5) (we set it to (0, 0) in the coordinate system in the following calculations) and is
parallel to the z-axis. A monopole source consisting of a 10 kHz Ricker wavelet, is
located at (1, 0.5, 0.85 m). There are two formations outside the borehole. Formation
F1 surrounds the borehole and formation F2 is on the other side of the interface.
The elastic parameters of the borehole fluid and formations F1 and F2 are listed
in Table 2.1. The angle between the borehole axis and interface is 5 degrees. The
interface, with an azimuth of O degrees, intersects the x-axis at (4.8, 0, and 0 m). The
dip (0), azimuth (¢), and strike () of the reflection plane relative to x, y, and z are
shown in Fig. 7.5.

The calculated pressure wavefields and snapshots are shown in Figs. 7.6a (x-z
profile), 7.7a (y-z profile), and 7.8a (x-y profile). In these figures, the source position
is set as the origin. The time of the snapshots is 2 ms. The calculation is repeated
for a reference model of the same size with homogenous formation F1 but without
an interface. Snapshots are shown in Figs. 7.6b (x-z profile), 7.7b (y-z profile), and
7.8b (x-y profile). When there is no interface in the model (Fig. 7.6b), no reflected
waves are generated outside the borehole. The guided waves in the borehole can be
identified, such as P, S, pR, ST, and pR Airy phase (marked in Fig. 7.6b), where the P-
wave is the fastest arrival and the S-wave is the second arrival. The differences in the
wavefields between the models with and without the reflector is shown in Fig. 7.6c.
The differences in the wavefields in the y-z and x-y profiles are shown in Figs. 7.7¢
and 7.8c, respectively. Figures 7.9, 7.10, and 7.11 show the snapshots at 4 ms. The
P-wave has nearly propagated out of the model. The differences in the wavefields
between the models with and without the reflector are shown in Figs. 7.9¢c, 7.10c,
and 7.11c for the x-z, y-z, and x-y profiles, respectively, where the reflected waves,
P-S, S-P, and S-S are marked in the figures. The spatial distribution of the pressure
at 4 ms and 4.2 m offset along the x direction is shown in Fig. 7.12. The maximum
amplitude is that of the Airy phase of the pseudo Rayleigh (pR) wave. The reflected
waves cannot be discerned without amplification. In Fig. 7.12, they are amplified by
a factor of 1000. The difference between the maximum amplitudes of the guided and
reflected waves is approximately 78 dB.

The waveforms collected by the centralized receiver array in the borehole are
shown as a function of the offset in Fig. 7.13. The reflected waves (Fig. 7.13b) are
the difference between the full waveforms and guided modes in the same model,
where the guided modes are obtained from the model without the interface. Because
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Fig.7.5 Schematic diagram of a reflector outside of a borehole. Dip, azimuth, and strike are shown.
For the modeling, ¢ = 0°, and 6 = 5°. The formation surrounding the borehole is F1. The formation
on the opposite side of the interface from the borehole is F2. Note that the “dip” denotes that
the angle between the interface and the z-axis, which is not a common convention, as dip is more
commonly measured between the interface and horizontal plane. The geometry and interface angles
are described in the text

all the receivers are below the interface, there are only four reflected waves that have
a hyperbolic relationship between the arrival time and offset (shown in Fig. 7.13b).
At near offset, the arrival times of different modes, calculated using ray tracing, are
marked by the dashed curves. The arrival times of the P-P and S-P reflected waves
are between 1.5 and 2.5 ms, and the S-S reflection arrives after 3 ms. The converted
P-S and S-P waves are located between the P-P and S-S waves. The S-P reflection is
partially buried in the trailing part of the P-S reflection.

The amplitude of the S-S reflected wave is very small when the offset is less than
4 m. This amplitude is small because of weak S-wave generation at angles nearly
perpendicular to the borehole axis. The S-S reflected wave can be identified at large
offsets.

Figure 7.14 shows the analysis for selected array waveforms with receiver offsets
from 3 to 4.05 m with a receiver spacing of 0.15 m, which are the most common
offsets used in commercial acoustic logging tools. In Fig. 7.14a, different reflections
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Fig. 7.6 Snapshots of pressure wavefields at 2 ms for the x-z plane at y = 0 for different models
(10 kHz monopole source). a Full wavefields for the model are shown in Fig. 7.5. b Wavefields in
the model without an interface. ¢ The difference between the wavefields in a and b. Geometry and
interface angles are described in the text
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Fig. 7.7 Snapshots of pressure wavefields at 2 ms in the y-z plane at x = 0. a Full wavefields in
the model (shown in Fig. 7.5). b Wavefields in the model without the interface. ¢ The difference
between wavefields in a and b

are marked with different colored lines. For these offsets, the arrivals P-S, S-P, and
S-S, overlap each other. It is difficult to pick them. The velocity-time semblance plot
is shown in Fig. 7.14c. The apparent velocities of reflections are large. The arrival
times of reflections are marked in Fig. 7.14a, b. Because of their small amplitudes,
the reflections are not easy to identify even with the arrival times marked. Only the
borehole waves are observed in the velocity-time semblance plot in Fig. 7.14d. Data
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Fig. 7.8 Snapshots of pressure wavefields at 4 ms in the x-y plane at z = 5. a Full wavefields in
the model (shown in Fig. 7.5). b Wavefields in the model without the interface. ¢ The difference
between wavefields in a and b

processing methods, described in Sect. 7.3, are needed to extract the reflections and
image the reflector.

7.2.2 Wireline Dipole

To complement the monopole measurement, the S reflected wave from dipole
measurements may be used. The polarization feature of the S-wave (SV and SH)
can be used for azimuth determination (Tang 2004; He 2005). Different configura-
tions of the source and receivers, such as dipole source and dipole receivers, dipole
source and monopole receivers, or even a monopole source and dipole receivers, may
be used.

Reflected waves from a dipole source include a P-wave with very small ampli-
tude and S-waves. There are two reflected S-waves: the SH wave polarized in the
horizontal plane and the SV polarized in the vertical plane. Figure 7.15 shows the
polarization and propagation directions of the SV and SH waves. In the x-y plane,
the amplitudes of the SH and SV waves propagating at azimuth ¢ from the source
polarized along the x-direction are SH - cosg and SV - sing, respectively, where SH
and SV are the amplitudes of the SH and SV waves propagating in the x direction. For
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Fig. 7.10 Snapshots of pressure wavefields at 4 ms in the y-z plane at x = 0. The model is shown
in Fig. 7.5. The subplots are in the same order as those in Fig. 7.7
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example, if ¢ is 0, the projection of SV in the x direction results in a zero amplitude.
However, the projection of SV in the y direction results in a maximum amplitude.
This is the method to determine the reflector azimuth using the amplitudes of the SH
and SV waves. For receivers placed along the x and y axes, the borehole effect can
be ignored, and the received reflected wavefields are given by:

xx = SH -cos>p + SV -sin’ g, (7.7a)
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Fig. 7.13 a Finite difference synthetic array full waveforms in the model shown in Fig. 7.5;
b reflected waves. The offset is the distance from the source in the z direction. A monopole source
with a 10 kHz Ricker wavelet is located at (0, 0, 0.85)
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Fig. 7.14 Waveform analysis with selected receivers. A monopole source with a 10 kHz Ricker
wavelet is located at (0, 0, 0.85). a Reflections. b Full waveforms. Coloured lines indicate reflections
highlighted in a. ¢ Velocity-time semblance analysis of the reflected waves in a. d Velocity-time
semblance analysis of the array waveforms in b. The selected receivers have offsets from 3 to 4.05 m
with a receiver spacing of 0.15 m
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Fig.7.15 Schematic diagram of S-wave imaging with a dipole logging tool. Note that the azimuth is
defined as the complementary angle of the azimuth in Fig. 7.5

xy = —SH -cospsing + SV - cosgsinp. (7.7b)

The first index x indicates that the source polarization is in the x direction and the

second index is the direction of the receiver. In the same way, if the polarization of

the source is along the y direction, the amplitudes of SH and SV waves are SH - sing

and SV - cosg, respectively. The received reflected waves are given by:

yy = SH -sin® ¢ + SV - cos® ¢, (7.7¢)

yx = —SH -singcosg + SV - cosgsing. (7.7d)

For the four component waveforms in the cross-dipole tool (shown in Fig. 1.6),
the SH and SV reflected waves can be obtained from the data:

SH = xx - cos> g—(xy + yx) - sing cos ¢ + yy - sin® ¢, (7.82)

SV = xx -sin> ¢ + (xy 4 yx) - sin@ cos @ + yy - cos’ ¢. (7.8b)
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Fig. 7.16 Snapshots of wavefields at 4 ms in the x-z profile at y = 0 m (2 kHz dipole source
along the x direction). a Wavefields for the model with an interface shown in Fig. 7.5. b Wavefields
without an interface. ¢ The difference between wavefields in a and b

The azimuth ¢ can be determined from the amplitudes of the SH and SV
waveforms in the cross-dipole data.

A synthetic example of the dipole wavefields is shown as snapshots at 4 ms
in Figs. 7.16 (x-z profile), and 7.17 (x-y profile), using the same model as that in
Sect. 7.2.1 (Fig. 7.5). In the simulations, the polarization of the dipole source is
along the x direction. This polarization is simulated by loading the two opposite-
polarity point sources onto the normal stress grid (see Fig. B.1 in Appendix B) at
(—0.005, 0, 0 m) and (0.005, 0, 0 m). The source time function is a 2 kHz Ricker
wavelet. The guided modes, shown in Figs. 7.16b and 7.17b, are formation flexural
waves. The body S-waves, SV in the x-z view (Fig. 7.16b) and SH in the x-y view
(Fig. 7.17b), propagate ahead of the flexural wave. When the flexural waves hit the
reflector, they are reflected back toward the borehole, as shown in Figs. 7.16¢c and
7.17c. The waves transmitted across the interface are larger than the reflected waves.
Because the source polarization is along the x direction, there are no guided waves
in the y-z plane. As shown in Eqgs. 7.7a, 7.7b, 7.7c, 7.7d and 7.8a, 7.8b, the SH and
SV waves can be decomposed from the horizontal components of the received waves
and can be used to determine the azimuth of the reflector interface. The amplitudes
of the SH and SV waves at different depths (z) are related to the dip of the reflecting
interface.
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7.2.3 ALWD Measurements for Geo-Steering

With the increasing use of horizontal drilling, the use of reflected waves from bed
boundaries provides the means to keep the borehole in the formation of interest. Data
acquired ALWD is especially suitable for geo-steering.

Nakken et al. (1995) proposed a geo-steering system with a configuration of one
transmitter and two receivers. The source frequency is between 1 and 4 kHz to reach
a penetration depth of approximately 20 m. Here, we model the waveforms for an
ALWD system. Parameters of the borehole and drill collar C32 given in Table 5.2
are used for the modeling. The location and orientation of the reflector is the same
as that in the wireline case described in Sect. 7.2.1 (Fig. 7.5). A ring source (10 kHz
Ricker) with 3D elements, shown in Fig. 6.7a, is used to simulate the monopole
ALWD tool in the 3D finite difference code. The positions of 36 azimuthal receivers
are shown in Fig. 7.18a. An array of waveforms at receiver R1 but at different offsets
is shown in Fig. 7.18b. The collar, S, and Stoneley (ST) waves are clearly visible
in the wavetrains. The fluid annulus in LWD is narrower than that in the wireline
model. This moves the pR wave to a higher frequency range than the wireline case
shown in Fig. 7.13a. pR is very small at a 10-kHz source frequency. The ST wave is
very prominent. Figure 7.18c, d show the reflected waves for receivers R24 and R1,
respectively. The arrival times of the reflected waves at R24 and R1 are identified with
curves. Similar to the reflected waves in the wireline case (Fig. 7.13b), the P-P and S-
S reflections are clear. The amplitude of reflected waves varies with offset (spacing).
One challenge in ALWD reflection imaging is overcoming the noise problem.
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Fig.7.18 The full waveform and reflected wave fields simulated by 3DFD for a formation interface
model in an ALWD case. The model is shown in Fig. 7.5. Collar C32 in Table 5.2 is used. a Top
view of the ring source and 36 receivers; b array full waveforms at receiver R1; ¢ and d show the
reflected waves at R24 and R1, respectively. Arrival times of the reflected waves at R1 and R24 are

shown as lines

The use of ALWD for geo-steering is especially important in horizontal drilling
to keep a borehole in the formation of interest. The reflections of interest are those
from the bed boundaries. The azimuthally distributed sources and receivers shown
in Fig. 7.18a make it possible to determine the collar position relative to the top and
bottom of the bed.

7.3 Data Processing for Peripheral Imaging

Processing methods used in surface reflection seismology can be employed, with
some modification, for reflection imaging by wireline or by LWD tools. Data
collected by the receiver array can be arranged either in CSG (common source gather)
or in COG (common offset gather). The geometry of the data gather determines
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the type of processing algorithms to be used for reflection extraction and reflector
imaging.

The velocity-time semblance method, described in Chap. 3, is ideal for velocity
determination. For the reflected waves, where the wave propagation directions are not
along the borehole, the velocities obtained by semblance are apparent velocities and
are larger than the wave propagation velocities. The velocity difference between the
guided and reflected waves is dependent on the source-receiver offset, the distance
to the reflector, and dip angle 6 of the reflector.

Guided waves propagate parallel to the borehole, and their “ray paths” are parallel
to the borehole axis. These waves appear as straight lines in the COG profile along
depth. The reflected waves, which appear as hyperbolic lines, are affected by the
distance from the borehole, azimuth and dip of the reflector. Amplitudes depend
on impedance contrast and angle of incidence at the reflector. The ray paths of the
reflected waves from different source positions provide the aperture for imaging the
interface.

Figure 7.19 shows a flow diagram of data processing for BARI. Most of the data
processing methods are borrowed from surface seismic reflection methods, including
denoising, wavefield separation, migration, and imaging. The first step is to process
the raw data into the COG format because data are acquired in CSG order. Then
the apparent velocity analysis is performed on both gathers. A suitable reflection
extraction method is chosen based on the difference in apparent velocities between
the guided and reflected waves. After the reflection data are separated from full
waveforms to obtain the image of the reflector, seismic migration is carried out
using one of many time-domain migration methods (see Claerbout 1976; Stolt 1978;
Beylkin 1985; Miller et al. 1987; Bancroft et al. 1998; Whitmore 1983; McMechan
1983; Baysal et al. 1983; Yilmaz 2001; Bleistein et al. 2001; Op’t Root et al. 2012;
Brytik et al. 2012; Ikelle and Amundsen, 2018). Then the azimuth of the reflector
is determined. Finally, the time domain results are converted into the space domain
where the distance to the interface is determined. The desired outputs are dip, strike,
azimuth, impedance contrast and distance to the interface.

Borehole imaging faces challenges different from those of surface seismic surveys.
In boreholes, data acquisition is confined to a single line (the borehole). There are
fewer sensors. The weak reflected waves are buried in the strong guided waves. It is
a challenge to extract the weak reflected signals whose amplitude are often down
more than 70 dB from guided waves. In addition, the borehole effects need to be
considered.

In this section, we demonstrate the data processing methods, using synthetic data
generated from the two models (one is for fast formations, and the other is for slow
formations) shown in Fig. 7.20. The model dimensions are 9 m, 1 m, and 14.5 m in
the x, y, and z directions, respectively. The borehole is along the z direction and is
located at (1, 0.5 m) in the x-y plane. The dip of the reflecting interface is 80° and
the interface intersects the x-axis at 5.8 when y and z are 0. Both strikes are 0°. The
elastic parameters of the formations and borehole dimensions are listed in Table 2.1.
A 10 kHz Ricker wavelet is used as the source for generating monopole synthetics.
Synthetic data used in this section are calculated by the 3D finite difference (see
Appendix B).
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Fig. 7.19 A data processing flow for BARI

7.3.1 Extraction of Weak Reflections

Different methods, such as frequency-wavenumber filtering (Hornby 1989), param-
eter estimation (Tang 1997), median filtering (Song and Toks6z 2010), Adaptive
Interference Canceling (AIC) (Al Rougha et al. 2005; Haldorsen et al. 2006), multi-
scale velocity-time semblance (Tao et al. 2008a), Radon transform (Li and Yue
2017), and others may be used to extract the weak reflections. Here we describe
and compare results from the frequency-wavenumber filtering, median filtering, and
Radon transform methods for extraction of weak reflections.
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Fig. 7.20 Schematic diagram of the reflectors and velocities used for models to calculate synthetic
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7.3.1.1 Frequency-Wavenumber Filtering

One can obtain the velocities of different modes using a frequency-wavenumber
transform, described by Embree et al. (1963) and Waters (1978), on the array wave-
forms. Using a filter in the f-k domain, reflected waves can be extracted given their
different apparent velocities from those of the guided waves. The f-k transform
can be used to transform the COG data to the f-k domain and the reflected waves
are extracted by f-k filtering. An inverse transform converts the data back to the
time-space domain for further processing.

The guided waves in the COG profile are located near the frequency axis f, as
shown in Fig. 7.21. The reflected waves are mapped away from the f axis in the
f-k domain. The upgoing reflected waves are in the positive f-k half plane. The
downgoing reflections are located in the negative half plane. Using a bandpass filter
in the f-k domain, the guided waves are suppressed. Then the reflected waves are

Fig. 7.21 Different waves of

the COG profile in the K1 Reflectea sT
frequency-wavenumber
domain. The reflected ST Upgoing reflection Guided waves

waves are from an interface
intersecting the borehole

Reflected ST
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obtained by inverting the filtered data back into the time-space domain with an inverse
f-k transform.

To demonstrate application of the f-k filter method for reflected wave extraction,
we use the two synthetic COG data sets from the models in Fig. 7.20, where the
waveforms at the 3 m-offset receivers are collected by moving the monopole source
from z = 13.8 m to z = 4.8 m, with a 0.15-m interval between the adjacent source
positions. In Fig. 7.22a, the COG data from the fast formation model (Fig. 7.20a)
are shown, where the black and white colors are positive and negative phases and
the color intensity defines the amplitude. The vertical axis of the plot is the receiver
position along the borehole axis. The P, S, ST, and pR Airy waves are marked in
the figure. The reflected waves can be observed between 2 and 3 ms. The arrival
time of the P-P reflection, marked with a dashed line, is obtained from the modeled
reflected waves. Figure 7.22b shows the modeled reflected waves, which are obtained
by subtracting the guided waves from the total wavefield. Comparing the full waves
with the modeled reflected waves, it is obvious that the P-P reflections overlap with
pR waves (Airy phase) at all depths. The guided waves are straight lines without
moveout. The reflected waves are oblique with a distinct moveout.

The f-k transform is applied to the COG profiles in Fig. 7.22. The f-k trans-
form of the modeled guided waves, which is obtained from the subtraction between
Fig. 7.22a, b, is shown in Fig. 7.23b. The guided waves are located in a region where
the wavenumbers are close to zero. The grayscale in the plot designates the relative
magnitudes of the modes, which correspond to the amplitudes in the time domain.
A darker color indicates a lager amplitude. The dashed line in Fig. 7.23c marks the
upper limit of the reflected wave’s apparent velocity where a large slope results in
a lower velocity. Below this line, there is no reflected wave in the f-k domain of
Fig. 7.23c. This dashed line is also plotted in Fig. 7.23a, b. The reflected waves,
which are extracted by the inverse f-k transform, are shown in Fig. 7.24. Although
some residual guided waves still exist before the arrival of the reflected P-P wave
(marked with a dashed line), reflected waves are clearly visible.
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Fig. 7.22 Modeled COG (3 m offset) profile for a 10 kHz monopole source in a fast formation
model (model in Fig. 7.20a). a Normalized full waveforms. b Normalized reflected waveforms
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Fig.7.25 Modeled COG profile in a slow formation model (model in Fig. 7.20b). a Full waveforms.
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Another example is the slow formation model (model in Fig. 7.20b). In this case,
there are no pR waves and no overlaps between guided and reflected waves. Similar
to Fig. 7.22, the modeled waves are collected as a 3 m offset COG profile and
shown in Fig. 7.25. In the full wave COG profile, the leaky P and ST modes are
straight lines without any moveout. The leaky P-waves are dispersive and have large
amplitudes. The reflected waves have an oblique moveout, and there is no overlap
between these waves and guided waves. From the f-k transform of the modeled
guided waves, which is shown in Fig. 7.26b, there is the large magnitude of leaky P at
approximately 10 kHz. The clear slopes of different reflected phases can be observed
in Fig. 7.26c. Figure 7.26a shows the full waves in the f-k domain. A dashed line
marks the upper limit of the apparent velocity of the reflected waves obtained from
Fig. 7.26c. This is different from the fast formation case. The reflected waves are
much more separated from the guided waves in the f-k domain as shown in Fig. 7.26a.
The dashed line effectively separates the guided and reflected waves. After the guided
waves are removed in the f-k domain, reflected waves can be obtained by the inverse
f-k transform and are shown in Fig. 7.27. A clear reflection is obtained, although there
are still some residual leaky P and ST waves at the bottom and top of the profile.

7.3.1.2 Median Filtering

Median filtering is another method used to extract reflected waves based on the
difference in apparent velocities in different modes. Median filtering is a nonlinear
filtering and data smoothing method (Reiter 1991).

Median filtering can be illustrated simply using a 1D signal, such as a one wave
trace as a function of time. In each window, the amplitude in an array with a length of
N is sorted in an increasing order. The output of the window is the median number of
the ordered array. The same operation is repeated sample-by-sample over the entire
waveform. For example, take an input array {3, 2, 6, 11,4, 1,5}, and apply a 3-point
length window median filter. The first and last values are repeated to obtain enough
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entries to fill the window. The first window consists of an array with 3 numbers {3,
3, 2} and corresponding reordered array is {2, 3, 3}. The output is 3. In the same
way, the array in the second window is {3, 2, 6}, and the output of the filter is 3. By
repeating the operation, the final output of the entire array is {3, 3, 6, 6,4, 4, 5}.

For 2D data such as data in the time-space domain, more complex window patterns
are applied. The simplest method is to apply the median filter in a specific direction.
As shown in Fig. 7.28, the median filter can be applied in the waveforms at z,, and
the main characteristics of the waveforms will be kept along the time direction. This
can be applied in both COG and CSG acoustic logging datasets (Li et al. 2002; Tang
2004). Here, the application of the median filter to COG and CSG data is shown.

The total waveform W,; in the COG profile consists of guided (W) and reflected
(W,) waves. By applying the median filter to W,,;, we can extract the guided waves
by median{ W, }. The median filter is applied to the time direction. For each depth,
the reflected waves can be extracted by the following equation,

W, (i, 1) =Wy, t)—median{W,{,l(i,t), j=i—L, ... i i—i—L},
i =12 ..., Naop (7.9)

where L is the length of the filter window in time samples and N 4, is the number of
depths.

To demonstrate the application of median filtering, we use synthetic waveforms
shown in Fig. 7.22. Figure 7.29a shows the extracted reflected waves. The arrival
time of the P-P, obtained from modeling the reflected waves, is overlain with a
dashed red line. The first arrival of the extracted reflected waves perfectly matches
the dashed line and there are no guided waves before the dashed line. This shows the
good performance of the median filter in terms of extracting reflected waves. The
extracted guided waves shown in Fig. 7.29b also demonstrate the good performance
of the method. The P, S, ST, and even the pR Airy phases are clearly visible. There
are some reflected waves that are not extracted (after 3 ms). The example of median
filtering on the COG data collected in the slow formation model (Fig. 7.20b) shows
similar results for guided wave removal (Fig. 7.30).

A median filter was also used to extract reflected waves in a CSG data set (Song
and Toksoz 2010). However, the limited number of channels, usually 8 channels,

Fig. 7.28 Schematic
diagram of median filtering
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Fig.7.29 Application of median filtering to reflected wave extraction from the synthetic COG data
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Fig. 7.30 Application of median filtering to reflected wave extraction from the synthetic data in a
slow formation model (model in Fig. 7.20b). a Extracted reflected waves. b Extracted guided waves

limits the application. The reason is that median filtering is based on the differences
in apparent velocities between guided and reflected waves. The zero moveout of the
guided waves in the COG profile easily distinguishes them from the reflected waves.
The difference in the apparent velocities between the guided and reflected waves in
the CSG profile is not as large as that in the COG profile.

7.3.1.3 Linear Radon Transform

The linear Radon transform is another method of separating different modes by
employing the difference in their apparent velocities. The linear Radon transform was
initially proposed by the Austrian mathematician Radon in 1917. In this method, the
time domain data collected in space (i.e., depth for COG and offset for CSG profile)
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in Li and Yue 2017)

is transformed into the time-slowness (t-p) domain (Kabir and Verschuur 1995; Trad
et al. 2002). The principle of the linear Radon transform is explained by Fig. 7.31.
There are four events with different apparent velocities shown in Fig. 7.31a. The
marked lines (E1-E4) with different slopes have different apparent velocities. The
essence of the linear Radon transform is a slant stack, which indicates that all the
waves along a certain slope (or apparent velocity) will be stacked and converted to
a point. The wave mode along line E1 in Fig. 7.31a is converted as a point R1 in the
7-p domain in Fig. 7.31b by the linear Radon transform. t and p are the intercept and
slope of line E1. Stacking other modes along lines E2, E3 and E4, converges to points
R2, R3, and R4, respectively, in the 7-p domain (Fig. 7.31b). If only the wave along
line E1 is desired, other modes can be easily removed in the t-p domain, and then,
the waveform of the mode along E1 can be obtained by the inverse Radon transform.
The traditional linear Radon transform is a nonorthogonal operator. This results in
equal energy in the forward and inverse transforms (Trad et al. 2003), resulting in a
poor resolution. As shown in Fig. 7.32a, there is an edge effect for each point, and
the anticipated focus points appear as “scissors”. Thus, the inverse transform of R1
marked with a circle will have multiple modes rather than a single mode.

A high-resolution Radon transform method was proposed that combines
maximum entropy and the Bayes principle (Sacchi and Ulrych 1995), where the
data in the 7-p domain are collapsed to points. The method has been widely applied
in VSP and surface seismic processing (Sacchi and Ulrych 1995; Sacchi et al. 1999),
as well as in global seismology (Wang et al. 2006; de Hoop et al. 2009; Shang 2014).
Recently, this method has been used to extract the reflected waves from the guided
waves in BARI (Li and Yue 2015, 2017). Here, we briefly discuss the use of the
high-resolution Radon transform for extracting reflected waves.

A set of traces W(z, t) can be transformed into the Radon domain as m(p, 7):

+00
m(p,1)= [ W(z,t =1+ pz)dz, (7.10)
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waveform of R1 shown in a (Modified from Fig. 2 in Li and Yue 2017)

where z is the offset from the source to receiver.
If only the mode with apparent slowness p is chosen, the waveform in the time-
space domain can be obtained by the inverse transform:

u(z,t) = +foom(p, 7)dp, (7.11)

where T =t — pz.
The corresponding form in the frequency domain is as follows:

M(p,w) = +foo W (z, w)exp(iwpz)dz, (7.12)
7 || +o .
Uz, w) = o J M(p, wexp(—iwpz)dp, (7.13)

where, M (p, w), /U(z, ), and W(z, w) are the frequency domain forms of m(p, 7),
u(z,1), and W(z, 1), respectively. The matrix forms of Egs. (7.12) and (7.13) are as
follows:

m = Liw, (7.14)

i =Lm, (7.15)

Here L = exp(—iwp;z;) is the forward transform operator, and the subscripts i
and j range from 1 to N and 1 to Lp, respectively. N is the number of receivers.
Lp is the number of slowness values. LH is the conjugate transpose matrix of L. In
data processing, it is common practice to eliminate part of the apparent slowness
and offset, and then Eq. (7.15) cannot reconstruct the original signal. A generalized
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inverse is required to obtain the solution. Because N is less than L, in array acoustic
logging data, the forward transform can be changed to the following equation:

M = LH(@LLY) W, (7.16)

To stabilize the calculation, a damping factor is usually added, and Eq. 7.16 is
rewritten as follows:

M = LH(LLY 4 21)"'W. (7.17)

Equations (7.15) and (7.17) form a forward and inverse transform pair. A is the
damping factor, which is usually set to 0.01 times the leading diagonal value of LL.
This is the dampened least square Radon transform (LSRT).

Because the damping factor is usually set as a constant, the images in the Radon
domain are usually contaminated with a trailer or “scissors”. To overcome these
problems, the high-resolution Radon transform (HRRT) was developed (Sacchi
and Ulrych 1995). One of the common implementations employs Bayes principle
combined with a priori solutions in the iterations and the Cauchy distribution to obtain
a weighted matrix, making the following objective function reach its minimum:

2
JC=Zln[1+ v }+<LV—W>C,1‘<LV—W>, (7.18)
k

2
(o

where V is the result of the HRRT and vy is the kth element. o, is a parameter of
the Cauchy distribution. C, is the covariance matrix of noise. W is the data in the
frequency domain. The minimization of J, leads to the following solution:

V =017 (C, + Lo L) W, (7.19)

where Q. is the weight matrix, which is a diagonal matrix and the diagonal element
Q.ii in the matrix is as follows:

1

Qeii = —F——57-
02[1 + ‘2—2‘]

(7.20)

If the initial solution is obtained by the LSRT, the improved results can be obtained
by 3-5 iterations of Eq. 7.19. This improved method is called the HRRT. Using the
HRRT, the data in Fig. 7.31a are converted to the t-p domain as shown in Fig. 7.33a,
where the “scissors” of the data, shown in Fig. 7.32a, are highly suppressed. Using
the inverse transform, the wave mode El (Fig. 7.33b) can be obtained without
interference from other modes or noise.

For reflected wave extraction, we use the COG data shown in Fig. 7.22a. The
full and modeled reflected waves in the t-p domain are shown in Fig. 7.34a and b,
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Fig. 7.33 The performance of the forward and inverse HRRT. a Forward HRRT for the data in
Fig. 7.31a. b Extracted mode using the inversed HRRT
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Fig.7.34 The Radon transform of the model data shown in Fig. 7.22a. a Full wavefield. b Reflected
waves

respectively. The guided waves in the COG profile, which are marked in Fig. 7.34a,
have zero apparent velocity and are in the region around p = 0. Most of the apparent
velocities of the modes are zero in the rectangle, except approximately T = 2 ms,
where the ST and pR modes are located. The reflected waves in the 7-p domain are
clearly visible and separated from the guided waves. This makes separation of the
reflected waves from the strong guided waves possible. After removing the guided
waves from the 7-p domain, the remaining information can be inverted into the time-
space domain as reflected waves. Figure 7.35a shows the extracted reflected waves
and they are similar to the modeled reflected waves shown in Fig. 7.22b. The arrival
times of the modeled P-P reflected wave (red dashed line) exactly match the first
arrival of the extracted reflected waves. Figure 7.35b shows the extracted guided
waves obtained using the HRRT. The main guided modes are clear and match those
shown in Fig. 7.22a.
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Fig.7.35 Results of applying the HRRT to the COG data shown in Fig. 7.22a. a Extracted reflected
waves. b Extracted guided waves

7.3.1.4 Field Data Examples

Figure 7.36 shows a field data example of a monopole measurement (10 kHz center
frequency) in a carbonate reservoir, where the source-receiver offset is 10.6 m. The
data have been published by Wang et al. (2011). Here the data are reprocessed. The
ST wave arrives very late and is not included in this 6 ms long record. Lithological
variation such as an argillaceous zone and a muddy intercalation generate reflected
waves in the waveform sections. The reflected waves from lithologic boundaries are
observed in the section. The P and S refracted arrivals are marked with yellow lines.
Figure 7.37 shows the array waveforms collected at a depth of 6718 m and its
velocity time semblance plot. The spacing between receivers is 0.15 m. The P and S
arrivals can be easily picked from the array waveforms in Fig. 7.37a. The reflected
waves, between the P and S arrivals, are marked by a dashed rectangle. The velocities
of the P and S waves obtained from the velocity-time semblance analysis, shown in
Fig.7.37b, are 6000 and 3200 m/s, respectively. The apparent velocity of the reflected
waves, arriving after the P- and S-waves, match those of the P and S waves. These
are reflections from horizontal bed boundaries and not from lateral interfaces.
Using a linear Radon transform, the data in Fig. 7.36 were converted into the 7-p
domain. The upgoing and downgoing reflections were identified by their apparent
slownesses. Using the HRRT, the guided waves were removed. The result is shown
in Fig. 7.38. In the figure, the arrival times of the P- and S-waves obtained from
Fig. 7.36 are marked on the waveforms. The arrival times of the P- and S-waves
match well with the filtered waveforms. A comparison of the raw data and one with
reflections removed is shown in Fig. 7.39. The solid and dashed lines are the raw data
and the same trace with the reflected waves removed, respectively. After the guided
waves are removed, the reflected waves are obtained and are shown in Fig. 7.40. In
the left panel (a), the extracted reflected waves, including the upgoing and downgoing
waves, are shown. These can be further separated into the upgoing (middle panel) and
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Fig. 7.36 Field data (COG profile) of a monopole measurement in a carbonate reservoir (Wang
et al. 2011). The source-receiver offset is 10.6 m

downgoing (right panel) waves. A bed boundary (interface) at the depth of 6715 m
appears to be a major reflector.

Another field example is a dipole log (Li and Yue 2017), which is shown in
Fig. 7.41. The figure shows the COG profile of inline dipole data in a carbonate
reservoir. The source-receiver offset is 3.048 m. The Chirp source frequency sweeps
from 300 to 8 kHz (Pistre et al. 2005). Although the flexural waves are strong, one
can still see some upgoing and downgoing reflected waves. The data are converted to
the 7-p domain by a linear Radon transform, as shown in Fig. 7.42. The guided waves
are marked with a rectangle having a slowness of approximately zero. The upgoing
and downgoing reflected waves can be identified by the signs (+ and —) of their
apparent slowness. The largest reflections are located in the lower right and upper
left regions outside the rectangle. Using HRRT, the guided waves are suppressed
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Fig. 7.38 Data, shown in Fig. 7.36, after the reflections were removed using the HRRT
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Fig.7.39 Comparisons between the field data and extracted guided waves by HRRT. The waveform
is at a depth of 6718.1 m. The tool offset is 10.6 m. The solid and dashed lines are the raw data and
extracted guided waves, respectively. Large amplitude arrival after the S are pR waves
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Fig. 7.40 Reflected waves extracted from Fig. 7.36 using the HRRT. a Total reflected waves.
b Upgoing reflected waves. ¢ Downgoing reflected waves

and then the upgoing and downgoing reflected waves are extracted. The results are
shown in Fig. 7.43.
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Fig. 7.41 The COG profile (3.048 m offset) of inline dipole acoustic logging data in a carbonate

reservoir

7.3.2 Migration Methods for Borehole Peripheral Imaging

7.3.2.1 General Overview

Seismic migration has been very important for subsurface imaging in exploration
seismology. Migration can also be used to map reflectors around a borehole. The
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migration methods used in BARI are adopted from surface seismic data. Similar to a
seismic profile, the COG profile includes reflected waves in the time-space domain.
Most migration methods, including the generalized Radon transform migration
method (see Beylkin 1985; Miller et al. 1987; Bleistein etal. 2001), Kirchhoff integral
migration method (Bleistein et al. 2001), improved F-K migration method (Stolt
1978), equivalent offset migration method (Bancroft et al. 1998) and reverse time
migration method (Claerbout 1976; Whitmore 1983; McMechan 1983; Baysal et al.
1983; Op’t Root et al. 2012; Brytik et al. 2012) can be applied to image with BARI
data. Although the migration process is similar for surface and borehole seismic,
there are some differences. In the borehole, there are a limited number of sensors
(channels), and there is “noise” due to the strong borehole guided waves.

The generalized Radon transform (GRT) was introduced to BARI by Hornby
(1989). The common midpoint stacking (CMS) technique was applied to suppress
the noise. Esmersoy et al. (1998) employed prestack Kirchhoff migration to map the
well track and formation interfaces for geo-steering in horizontal drilling. Coates
et al. (2000), Li et al. (2002), Tang et al. (2007), and Tang and Patterson (2009)
obtained borehole images utilizing Kirchhoff migration.

Chabot et al. (2001) used a waveform processing procedure, similar to that of
surface seismic, to image using borehole acoustic logging data. Their processing
formed common scatter point gathers based on the dipole S-wave image logging
data for equivalent offset migration and then stacked the calibrated gathers to obtain
the borehole images. This method was further improved by Chabot et al. (2002),
including the use of trace equalization to equalize the amplitude for each trace, opti-
mization of equivalent parameters to better accommodate the borehole and refinement
of the velocity model. The improved method was applied to field data processing
with good results in inclined wells. Zhang et al. (2009) also applied the equivalent
offset migration method to image an interface outside of a borehole using BARI
data. The equivalent offset migration method has a higher stacking fold compared to
conventional poststack migration methods, thus making it more suitable for BARI.

F-K migration was adopted by Zheng and Tang (2005) to accommodate the char-
acteristics of borehole acoustic data. Prestack F-K migration has no limitation for
formation dips. In addition, this method can avoid wavefield separation before or
during migration. The method separates the upgoing and downgoing wave fields after
migration. A disadvantage of this method is that it is not able to handle strong lateral
velocity changes (surface seismic), which correspond to vertical velocity changes
for acoustic logging.

The velocity model is critical for migration. In BARI, velocities are obtained from
the P, S, and guided waves and used in migration.

7.3.2.2 Reverse Time Migration for Borehole Acoustic Reflection
Imaging

If the borehole effect is ignored, acoustic reflection logging can directly employ
seismic exploration migration methods. Wave-equation-based migration methods,
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such as reverse time migration, can include the borehole effect. Here, the reverse
time migration is used to demonstrate the application of migration to BARI data.
Reverse time migration (RTM) is based on the two-way wave equation for the out-
going and in-coming waves (Claerbout 1971, 1976; Whitmore 1983; McMechan
1983; Baysal et al. 1983; Fletcher et al. 2006; Op’t Root et al. 2012; Brytik et al.
2012).

In RTM, there are two steps: wavefield extrapolation and imaging. The first step
is propagating the wave from the borehole to the interface, which includes both the
forward wavefield from the source (T) along the positive time axis and reversed
wavefield from the receiver (R) along the negative time axis, as shown in Fig. 7.44.
During the process, the wavefield is saved at every time step for imaging.

After the wavefields are obtained, the procedure continues with the imaging condi-
tion (e.g., Claerbout 1971, 1976). The final image is obtained by superposing the
results from every migration time step.

BARI, which has fewer receivers and data compared to surface seismic, makes
RTM computationally feasible. Using the fast formation model in Fig. 7.20a as an
example, Fig. 7.45 shows the superposition of forward and reversed wavefields at
two selected depths around the borehole. The arrow from the source to the interface
(dashed line) is the direction of the forward wavefield, and the arrow from the receiver
to the interface is the direction of the reversed wavefield. These two wavefields
converge at the interface. Figure 7.45 show the results for two depths. An imaging
condition is applied to obtain an image from the superposed wavefields. By repeating
the process at all depths, the final image is obtained.

Figure 7.46a, b show the RTM results obtained using the reflected waves from
the models shown in Fig. 7.20a and b, respectively. The same parameters are used
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Fig. 7.45 Superposition of forward and reversed wavefields for two selected depths in a borehole.
a Source and receiver depths are 13.5 and 10 m, respectively. b Source and receiver depths are
3.8 and 0.8 m, respectively. The model is the fast formation model in Fig. 7.20a. The interface is
marked with a dashed line. Borehole walls are marked with white lines

in the migration. The imaged interfaces perfectly match the model interfaces, which
are marked with dashed lines. RTM is ideal for BARI migration.

After an interface is imaged, determining the azimuth around the borehole is the
next task. Data from multiazimuth receivers at multiple azimuths around the tool
can be used to determine the azimuth of a reflector in monopole measurements. Al
Rougha et al. (2005) and Haldorsen et al. (2006) used array waveforms measured
by 4 or 8 receivers, which are azimuthally distributed around the circumstance of a
monopole tool, to determine the azimuth.

7.3.2.3 A Field Example

BARI is widely used to image interfaces for geo-steering and well placement as well
as to map fractures. Figure 7.47 shows an example of fractures imaged around a
borehole using acoustic logging data (modified from Figs. 3 and 5 of Hirabayashi
et al. 2016).
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Fig. 7.46 Imaging results obtained using the RTM method. a Fast formation model in Fig. 7.20a;
b Slow formation model in Fig. 7.20b. The interface between formations in the two models are
marked with dashed lines. Borehole walls are marked with white lines

Data were acquired in a fast formation, Vp = 5790 m/s and Vs = 3048 m/s,
by a monopole tool. The tool has an array of 13 receiver stations. At each station,
there are 8 azimuthal receivers with 45° intervals. The minimum source-receiver
offset is 3.35 m (11 ft), and the receiver interval is 0.15 m. For data acquisition,
the tool was moved at steps of 0.15 m along the horizontal borehole from 0 to
200 m. Figure 7.47a shows a COG profile (3.35 m offset) of the full waveform
recordings along the borehole. The reflections are not easily identifiable. Figure 7.47b
shows the same section after the borehole guided waves are removed with a median
filter. Both “upgoing” and “downgoing” reflections can be observed in Fig. 7.47b.
These reflections were separated into updip and downdip events for final processing.
Figure 7.47c shows the fractures obtained from imaging.
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Fig. 7.47 Example of borehole reflection imaging. a Full waveform recording in the COG (3.35 m
offset) profile. b Reflected waves after the borehole guided waves were removed using a median
filter. ¢ Fracture imaging result. The line in the middle of the image is the well trajectory (Modified
from Figs. 3 and 5 in Hirabayashi et al. 2016)

7.3.3 Dipole Log Imaging

In dipole measurements, the directional source generates directional S-waves. The
azimuth of the reflector can be determined from the amplitudes of the reflected S-
waves in different directions (Tang 2004). Figure 7.48 illustrates an example of dipole
S-wave imaging in a horizontal well (Fig. 1 in Tang 2017). A dipole source in the
borehole generates SH and SV waves. In Fig. 7.48, the S-waves are shown in the
vertical plane for SH and horizontal plane for SV. Figure 7.49 shows the imaging
results in a deviated well in a shale gas reservoir (modified from Fig. 3 in Tang et al.
[2017]). The shale is overlain by caprock. Figure 7.49a shows the caprock imaged by
SH waves. The SV waves are used for fracture imaging (Fig. 7.49b). Two fractures,
marked with red arrows, intersect the borehole.
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Fig. 7.48 Schematic diagram of S-wave imaging using a dipole acoustic tool in a horizontal well.
The SH and SV are two S-waves in the formation. These two S-waves can be used to image the
formation bedding and fractures (Fig. 1 in Tang [2017])

7.4 Summary

In this chapter, methods for imaging around a borehole are described. Data processing
techniques for BARI were covered. Imaging of reflectors in 3D space using
monopole, dipole, and cross-dipole measurements were presented. The important
developments resulting from this chapter include obtaining improved images of
reflectors, determining reflector azimuths using a monopole tool with receivers placed
at multiple azimuths around the tool, dipole SV and SH measurements, cross-dipole
logging tools, and bed boundary and fracture mapping.
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Fig. 7.49 Dipole S-wave imaging results in a deviated well in a shale gas reservoir. a Formation

bedding imaged from SH waves. b Two fractures imaged by SV waves Figure is modified from
Fig. 3 in Tang et al. (2017)



Appendix A

Elements of the Matrices for Openhole
Logging and for Logging-While-Drilling

A.1 Openhole Logging

Assuming the radius of the borehole is a. Elements in [mj;]4x4 in Eq. 2.15 for the

openhole case are,

mi1 = _[gln(fa) + f1n+l(fa)]s

mi2 = :l;Kn(pa) — pKup+i1(pa),

miz = 2K, (sa),

mig = ik [2 K, (sa) — sKny1(s0)],

mat = pra*ly(fa),

mp =

w][ 282 422 - K (pa) + 2 Ko (pa) .

3
ZM%[LKn (sa) — sKn41 (Sa)],

a

mas = 2k ][ 2472 + 52 [K (5@) + £ K ) |,

202 [~ "2 Ku(pa) + pKut1(pa)].

ms = w{ [ 2272 + 2K, (s0) = 2Ky G .

maq =

2k 2[ 12 Ko (s@) + 5 Ky 1 (50)],

myy = 2ik.u[ 2K, (pa) — pKyy1(pa)],

m43 = ikzu«gKn(sa),

mag = w(k? — 2k2)[2 Ky (sa) — sKpy1(sa)].

Elements not listed are zero.
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Appendix A: Elements of the Matrices for Openhole Logging ...

Nomenclature

a Borehole radius
n The order of the multipole source, 0 for monopole, 1 for dipole, and so on
LK Bessel functions of the first kind and second kind, respectively
k; Axial wavenumber
kg Wavenumber of the fluid, ky = w/Vy

kp Wavenumber of the P-wave in the collar, k, = w/V,,

kg Wavenumber of the S-wave in the collar, ky = w/V

f Radial wavenumber in the fluid, f = \/k? — k7

p Radial wavenumber of the P-wave in the collar, p =, /k — k2
s Radial wavenumber of the S-wave in the collar, s =, /k? — k2
of Fluid density

10} Angular frequency

" Shear modulus of the formation

A.2 Acoustic Logging-While-Drilling

The elements of [m;;]12 12 in Eq. 5.2 are listed as follows, where a and b are inner and
outer radii of the collar, and c is the borehole radius. Coefficient n designates different
source configurations, where n = 0, 1, 2, 3 are monopole, dipole, quadrupole, and
hexapole, respectively. Definitions of other terms follow the equations.
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Elements not listed are zero.

Nomenclature

Borehole radius

Outer radius of the collar

c Inner radius of the collar

n The order of the multipole source, 0 for monopole, 1 for dipole, and so on
LK Bessel functions of the first kind and second kind, respectively
k; Arial Wavenumber

kg Wavenumber of the fluid, ky = w/Vy

kp Wavenumber of the P-wave in the collar, k, = w/V,,

kg Wavenumber of the S-wave in the collar, k; = w/V

kI’J Wavenumber of the P-wave in the formation, k;, =w/V 1’)

kL Wavenumber of the S-wave in the formation, k = w/V’

f Radial wavenumber in the fluid, f = kz2 — kff

P Radial wavenumber of the P-wave in the collar, p = /k% - klz,
s Radial wavenumber of the S-wave in the collar, s = ,/kZ — k2
P Radial wavenumber of the formation P-wave, p' = ,/k2 — kf;
st Radial wavenumber of the formation S-wave, s" = ,/k2 — k§2
of Fluid density

10} Angular frequency

I Shear modulus of the collar

% Shear modulus of the formation




Appendix B
Finite Difference Method

B.1 Differencing Scheme

The essence of finite difference (FD) is to replace the derivatives in the partial differ-
ential equation with differences. A number of finite difference schemes, such as
staggered grid (Virieux 1986), rotated grid (Saenger and Bohlen 2004), and Lebedev
format (Lisitsa and Vishnevskiy 2010), may be used in wave equation simulation.
The staggered grid is by far the most widely used scheme, and it will be used in this
book for borehole acoustic/seismic wave propagation.

The time domain wave equation in a linear elastic medium can be expressed by,

82
pﬁui = Tij,j» (Bl)
7ij = Cijki€kl, (B.2)
8ij = (I/t,',j + uj,,-)/Z, (B3)

where p is the medium density, and 7 ;; is the stress tensor. y; is the displacement
vector. g;; is the strain tensor. Cyjy is the stiffness tensor.
If the medium is isotropic,

Ciju = M8ij8u + 11(8ixSj1 + 8udji), (B.4)

1 i=j
0 i#j

The staggered grid scheme was originally designed for first-order elastic wave
equations. The second-order elastic wave Eqs. B.1-B.3 can be reduced to first-order
by replacing the first-order time derivate of the particle displacement with the particle
velocity as follows,

where A and p are Lamé constants and §;; =
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ov 1
V.1, (B.5a)
ot P

ot T

FriakE [Vv+ w7, (B.5b)

where, vector v is the particle velocity.
For an isotropic medium, Eqs. B.5a, B.5b can be expressed in the Cartesian

coordinate system as,

vy 0Txx n 0T,y 0Ty (B.6)
ey dx dy 0z’ '
vy 0Ty, 0Ty, 0Ty
_ = R — _— s B.7
o T ax oy oz ®7
il d 0 d
p& _ Txz Tyz Tzz ’ (B.8)
ot ox ay 9z
at av avy av
= = (A +2u)— A+ A —, B.9
T P M ®-9)
0Ty, _/\avx FO42 )3vy +)\8vz (B.10)
o ox My T '
Btzz_)\avx+kavy+(k+2 )sz B.11)
ot ox Moy Wz '
0T,y _ AT n vy (B.12)
o Moy T ) '
0Ty vy n av; (B.13)
or M\ Tax ) '
0Ty, av, v,
-=ul —=+ =), B.14
a M ( 5z T oy ®.14)

Figure B.1 shows a schematic diagram of the staggered grid in a FD cell. For a
staggered grid in finite difference, particle velocity and stress are assigned to different
grid points, and spacing between adjacent stress and velocity points is half the length
of the grid. The staggering in the time domain is implemented by setting the velocity
and stress iteration steps with half time steps. Elastic parameters of the medium are
assigned to the normal stress nodes.

We assume that the grid spacing in X, Y and Z axes are Ax, Ay and Az, respec-
tively, and the time step is Az. The spatial coordinates of a certain discrete grid are
(mAx, nAy, kAz), and its time step is i At. The following difference operators in the
time and space domains are introduced,
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zl @ W,
a /]
Ca/y b Ty
[
Fig. B.1 Schematic diagram of the staggered grid in a FD cell
j flm+rll k f;n n,k
Difi = =" (B.15)
) fi-H _ fi fi+l _ fi
D.f — m+1,n,k m,n,k + m+2,n,k m—1,n,k , B.16
L = M Ak m Az (B.16)
) fi+l _ fi fi+1 _ fi
D.f — m,n+1,k m,n.k + m,n+2,k m,n—1,k , B.17
Ylmnk ni Ay n2 Ay ( )
A fitt fitl
D.f — m,n,k+1 m,n,k + m,n,k+2 m,n,k—1 , B.18
L = M A n2 Az ( )

where the Dy, Dy, Dy, and D, are the difference operators for function f,fl,n’ (1INt X,
y, and z. The coefficients n; and 1, can be determined by expanding the differential
equation through either Taylor’s method (Cheng 1994) or a wavelet base function
(Huang 2003). n; = 9/8 and n; = —1/24, are determined using a Taylor series
expansion. It can be inferred from the above differencing scheme that the accuracies
for time and space are second and fourth orders, respectively. The technique discussed
above is referred to as the finite-difference time-domain method (FDTD).

Applying the difference operators on the staggered-grid shown in Fig. B.1, the
discretization of Eqs. B.6 to B.14 can be expressed as (He 2005),

/)m,n+1/2,kDrVi;ifm = D,, + Dyf)i)’m.rﬁrl,k + Dt (B.19)

X EX X4 1/2,n41/2,k X Zmng1/2,k41/2°
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i-12 _ i i
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4 1 1
= +
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The explicit difference scheme in Eqs. B.19—-B.33 can be iteratively solved and is
very suitable for parallel computation.

The source is implemented by assigning the source time function at normal stress
nodes (Coutant et al. 1995).

B.2 Dispersion and Stability Analysis

The essence of numerical simulation for the wave equation using the finite difference
method is to discretize the continuous media to obtain a numerical solution. This
generates numerical dispersion. Cheng (1994) suggested that at least 610 grids are
used per wave length to avoid numerical dispersion in staggered grid finite difference
simulation.

Because the staggered grid finite difference in the time domain is explicit, certain
stability conditions should be satisfied to ensure the convergence of the computation
results. Assuming V.« is the maximum velocity for all the grids in the medium, the
stability condition (Courant et al. 1967) on the discrete time and spatial steps should
satisfy the following relationship,

min(Ax, Ay, Az)
< .
V3Vmax (In1+1n21)

(B.34)

B.3 Absorbing Boundary Conditions

The numerical solution of the physical problems usually involves the solution in
an infinite domain as shown in Fig. B.2a, although the region of the interest is
finite. Some problems can be treated by some simple solution. For example, for a
periodic problem, a simple coordinate transformation from infinite domain (—o0, c0)
to finite domain, such as (—1, 1), can be used. In most applications, including seismic
wave propagation, the infinite space is usually truncated into a limited computational
domain (as shown in Fig. B.2b). The numerical FDTD implementations include
boundaries that inevitably bring reflected energy back into the computational domain,
that reflected energy contaminates the signal.

Many methods have been developed to avoid the artificial reflections from compu-
tational domain boundaries: nonreflecting plane boundary condition (Smith 1974),
absorbing boundary conditions (ABCs) (Clayton and Engquist 1977; Higdon 1990),
absorbing boundary layers (Cerjan et al. 1985), and transparent boundary (Zhu 1999).
The most commonly used method is the perfectly matched layer (PML) (Berenger
1994) that was initially developed for Maxwell’s equation. The idea of PML is to
add layers of absorbing material outside of the computational domain (as shown in
Fig. B.2). This material exponentially attenuates the incident energy and attenuates
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Burquosqe 129 1ad

perfect absorbing layer?
1

reflection '
"

perfect absorbing layer?

Fig. B.2 The effect of artificial boundary (Fig. 1 in Johnson [2007])

it again when it is reflected back from the outer boundary of the PML. If the layer is
large enough, the energy will be absorbed completely in the layer.

PML was introduced into seismic wave propagation simulation by Collino and
Tsogka (2001) and to borehole wave propagation by Wang et al. (2009, 2013a).
The PML method later evolved into several different types from field-splitting PML
(SPML) (Berenger 1994; Collino and Tsogka 2001) to complex frequency shifted
PML (CFS-PML) (Kuzuoglu and Mittra 1996; Komatitsch and Martin 2007). In this
book, the CFS-PML method is included in the FDTD to simulate the acoustic/seismic
wave propagation in the borehole environment.

In the PML method, acomplex stretch factor S; = B+4d;/(a + iw) is used (Roden
and Gendney 2000) to stretch the original coordinate in the j direction in the PML
region by jS;, where j can be x, y, or z in the Cartesian coordinate system, and « and
are frequency-shifted factor and scaling factor, respectively. d; is a damping function,
d; = 0y;/9j (y; > 0), which is the function of space in the j direction. w is angular
frequency. Assuming that the plane wave solution of the wave equations B.5a, B.5b is
exp[—i_k; j]. the solution can be transformed as exp[—i Y_k; j] exp[—Y_k;¥;/®].
if ¢ and B are 0 and 1, respectively (Chew and Weedon 1994; Chew and Liu 1996).
In such a configuration, the incident plane wave along the j direction can be expo-
nentially attenuated in the PML region (Fig. B.3d). To implement this product in the
time domain requires a convolution, which is computationally expensive.

) (b) T (d)

acrteng regon|

hmx
epiikx)
Im x

~shgorbing region g

Fig. B.3 The realization and function of PML (modified from Fig. 2 in Johnson [2007]). a The
original coordinates. b The original solution. ¢ The new coordinates with the complex stretch factor.
d The new solution with the complex stretch factor
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B.3.1 Split-Field Perfectly Matched Layer (SPML)

SPML is one of the methods which can avoid the convolution operation. Using the x
direction velocity in governing equation B.6, the expression in the frequency domain
is as follows:

Oty 0tfy, Oty

, B.35
ox ay 0z ( )

iwpV, =

where the terms V, f,., t,,, and 7., are the expressions in the frequency domain
of vy, Ty, Ty, and 7. With the complex stretch factor, the space derivatives 9/0x,
9/0y and 9/9z are replaced by d/9x’ = 9/dx - 1/S,, 3/dy’ = 9/dy - 1/S,, and
d/0z’ = 3/0z - 1/S,, in the complex stretch plane, respectively. Equation B.35 can
then be expressed as follows,

1 0ty 1 alyx 1 atzx
se(x) dx sy (y) Iy si(z) 9z

(B.36)

iwpV, =

To avoid a convolution operation in the time domain, each velocity and stress
component is split further into parallel and perpendicular components with respect to
the coordinate directions (Wang et al. 2009; Tao et al. 2008b; Berenger 1994; Collino
and Tsogka 2001). For example, V, can be splitinto three parts: V, = Vi, + Vi, + Vo,
and Eq. B.36 is expressed as,

. 1 09t
lwpvxx = s
Se(x) dx
. 1 0ty
lwpvxv = <, 1 A
S S50 9y
iwpV. L (B.37)
iwpV,y, = . .
PP = 5@ oz
The transformations into the time domain to become, (¢ =0, 8 = 1)
a XX 1 a XX
V_ + dxvxx = _Lv
at p 0x
avxy + dyvxv = l 8ny )
at ’ p dy
IVy, 1 do,,
dvy, = ———. B.38
ot + p 9z (B.38)



278 Appendix B: Finite Difference Method
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Fig. B.4 Parameter setting of PML in different positions of the model
The discrete form in the time domain of Eq. B.38 is as follows,
S 1-— I/ZdXAtvl._l/2 At 00y x L
o 1+ 1/2d, At ™ po(1+1/2d.At) dx
i+1/2 _ 1-— 1/2dzAtv,>1/z At 00y, |l.
@ 14 1/2d, At o(1 +1/2d.At) 3z
VI i1 2, (B.39)

In the implementation of SPML in FDTD, the d,, dy, and d; are given different
values according to the different PML domains, and only the components normal to
the axis are used while others are set to zero except at the corner of the PML domain
(Collino and Tsogka 2001). Figure B.4 shows the distribution of the damping factors
in different regions.

B.3.2 Multi-axial Perfectly Matched Layer (M-PML)

Meza-Fajardo and Papageorgiou (2008) analyzed the numerical stability of SPML
and introduced a modified version, M-PML, in which damping in different directions
is coupled. Again, taking the x direction as an example, the damping profile consists
of 3 parts, d; (x), which can be derived from SPML, d;f (x) and d (x), which are
the corrections in the y and z directions, respectively. Here the subscript x, y, and
z are the normal directions and the superscript x is the damping direction, where
dy(x) = Dyxdy (x),d%(x) = p..d} (x),p, and p,, are correction coefficients that can
be tuned according to specific cases. According to Meza-Fajardo and Papageorgiou
(2008), a po (po€[0,1]) can be found where for all p > py, the MPML is stable.
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However, reflectivity increases when the stability is improved. In other words, the
wave in the x direction will be damped in the x direction and will also be damped
in the other two directions (y and z). Therefore, the damping coefficients of M-PML
are:

dy = di(x) +di(y) + di(2),
dy = dj(x) + dy(y) + dy(2),
d. =d} (x) +d)(y) + d:(2). (B.40)

In fact, Martin et al. (2010) made the case that the M-PML should not be consid-
ered as PML because the theoretical reflection coefficient for an infinite PML is not
exactly zero in this approach. Itis just amodification of sponge and the reflection coef-
ficients are not zeros even for differential formulation (Dmitriev and Lisitsa 2011).
The M-PML is a brute-force approach that works well with media having anisotropy
and high material property contrasts (Meza-Fajardo and Papageorgiou 2008).

B.3.3 Non-split Perfectly Matched Layer (NPML)

To simplify the implementation of classic PML, Wang and Tang (2003) introduced
the non-split PML (NPML), in which a trapezoidal rule is applied to calculate the
convolutions in the PML formulation. For example, Eq. B.36 can be transformed
into the time domain using inverse Fourier transforms,

vy 1 1 0Tyy 1 1 0Ty, 1 1 0T,y
0 =F * — + F ¥ —— + F * —
ot Sy (x) 0x Sy (y) ay S, (2) 0z

(B.41)

T
where F~! (S '(x)) * 3;;* = 8@% —dy(x) [ exp[—d(x)(T — t)]%dt. Therefore,
0

the formulation of velocity in the x direction will be,

3VX 30” T aaxx
= —d, —d, T —1t dt
iy i (X)gexz?[ (x)( )] o
+ 2% ) fexp[—dy (T — 0] 22 ar
—d, exp|—d, —1)|—
8y y y 0 p y y ay

aazx T 8O'ZX
+ — —d.(z) [exp[—d.()(T — )] ——dr. (B.42)
0z 0 0z
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Taking the time step as At, the time for step i is T = iAt. Then the formulation
B.42 becomes,

iAt
9 3 9
p ot = T g (x) / expl—d, (x) (i At — )] 2 i
Jat 0x dx
0
a At 8
oy . o
+ a;‘ —dy(y)/exp[—dy(y)(lAt—t)]a—;xdt
0
iAt
BUZX . BGZX
+ —d.(2) | exp[—d.(2)(i At — )] —d. (B.43)
0z 0z
0

The time discrete form of Eq. B.43 is

, . At thx 8tvx atzx
v;+1/2 _ V;+1/2 il y ’
o \ 0x ay 9z

Vch/z _ Vi+1/2 _ P;x _ Pylx _ Pzix’ (B.44)

where Pl =d(x) ém exp[—dx(x)(iAt—t)%]dt, Pl.=dy(y) ém exp[ — dy(y)
(iar—1) %2 ]dr, and Pl = d.(2) [3™ exp[—d;(z) (i Ar — 1) % ]ds.

The trapezoidal rule can be used for numerical approxima-
tion of the integrations above. For example, P, = d,(x)P/;! +

%Atdx(x)[eXP[—Aldx(x)] 3t |—D + aa%

ax
is introduced to do the integration with second order time accuracy.

} in which the auxiliary function

B.3.4 Complex Frequency-Shifted Perfectly Matched Layer
(CFS-PML)

Poor damping of evanescent waves and instability for long time duration simu-
lations have been reported in electromagnetic wave simulation (Berenger 1997) by
FDTD with conventional PML (Berenger 1994). To reduce the limitations of conven-
tional PML, many researchers have devoted a great deal of effort on the theory and
practice of modifying PML. Kuzuoglu and Mittra (1996) analyzed the causality of
conventional PML and found that the conventional stretch factor does not preserve
causality. They introduced the Complex-Frequency-Shifted (CFS) PML where they
use a modified factor S = 1 + d/(1 + iw).

The conventional PML method does not work if the wave-number is a pure imag-
inary number, such as for evanescent waves or guided waves. For example, if k,
is a negative imaginary number (Skelton et al. 2007), it can be replaced by k,
= —ik (k is a real number). The plane wave solution in the x direction becomes
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exp(—ixk,)exp(ikxd./w). The factor exp(ikxd,/w) makes the wave oscillate without
attenuation. On the contrary, the solution of modified factor used by Kuzuoglu
and Mittra (1996) is exp(—ixk,) exp(ikwxdx/(l + a)z)) exp(—kxdx/(l + wz)), in
which the factor exp(—kxd, /(1 + »?)) can exponentially attenuate the energy with
increasing distance.

In order to absorb guided waves and evanescent waves efficiently, Roden and
Gendney (2000) proposed a general stretch factor § = 8 + d/(a + iw) for CFS-
PML, where a is a frequency-shift factor and § is a scaling factor. Komatitch and
Martin (2007) used a recursive convolutional method to implement the CFS-PML
with FDTD. Taking Eq. B.41 as an example, the inverse Fourier transform of 1/S is
expressed as,

A 8(t d 1 8(t d
S=F'1/s) = 30 _ —F! [—} = o0 _ —_H(t)e @td/pr
B B at+d/B+io B B
(B.45)
Then Eq. B.41 becomes,
av A~ do A~ doy A~ do
t =5, SRR Sk —=, B.46
Y *x TorE Ty e (B.46)

The recursive convolutional method, which is used to obtain Eq. (B.46), is of only
second-order accuracy in space and time (Martin et al. 2010). To keep PML time
accuracy the same as that of computational domain, Zhang and Shen (2010) used the
auxiliary differential equations (ADE) method to attain higher-order time accuracy.

Table B.1 compares the different PML methods to illustrate where the CFS-PML
differs from the others. In general, the damping profile is chosen as a polynomial
function. Here we follow the formulation by Collino and Tsogka (2001), for damping
along the x direction,

d, = do(l,/L)", (B.47)
where [, is the distance from the PML-interior interface for the location in the

PML domain, n is 2, dy is the maximum value of d which can be obtained from
Collino and Tsogka (2001, and L is the thickness of the PML layer.

Table B.1 Summary of PML methods (Wang et al. 2013)

SPML M-PML NPML CFS-PML
o 0 0 0 Non-zero
B 1 1 1 Variable
dy dy (x) d¥ (x), d7 (x), d (x) dy (x) dy (x)
Convolution No No Yes Yes
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The values of « and B in CFS-PML are usually given by the following polynomials
(Komatitsch and Martin 2007),

Bx =14 (Bo— D(U:/L)", (B.48)

ay = ag[1 — (I,/L)"], (B.49)

where m and p are 2 and 1, respectively, and o and S are the maximum values
of o and B.

B.3.5 PML Methods Used in the Numerical Simulation of Elastic Wave
Propagation in a Borehole

Unlike the open hole logging models, cased-hole and acoustic logging while drilling
(ALWD) FDTD simulation requires very fine grids because of the thin casing or fluid
annulus. Small spatial grid size requires small time step and calculation times increase
which increases the cumulative numerical error. In addition, the high impedance
contrast (often more than 30) between the fluid and steel casing requires a high effi-
ciency method to capture the subtle features in the late arrivals. Because of these chal-
lenges, efficient computational algorithms are needed to make realistic simulations
of cased-hole and ALWD problems. Given the high material contrasts in our models,
Wang et al. (2013a) evaluated the applicability of non-reflective boundary conditions
for ALWD simulations. Different PML implementations (SPML, M-PML, NPML,
and CFS-PML) were used for large material contrast models (ALWD model).

Here we show results with four different PML methods in a 2D LWD case with a
monopole source. The model is shown in Fig. B.5, where only the x and z directions
are considered and y direction is assumed as infinite. Vp, Vs and density of the
formation are 3927 m/s, 2455 m/s, and 2300 kg/m?, respectively. The outer radius
of the inner fluid, collar, and position of the boundary between the outer fluid and
formation are 27 mm, 90 mm, and 117 mm, respectively. Collar C32 in Table 5.2 is
used.

The staggered grid FDTD scheme used for testing has a fourth order accuracy in
space and 2nd order accuracy in time (Cheng 1994; Tao et al. 2008b). The model
is discretized into 123 by 334 grids along the x- and z- directions, respectively. The
grid spacing is 9 mm, and time step is 0.9 ps. The PML layer thickness is 20 grids.
The source time function of the monopole source is a Ricker wavelet with central
frequency f. of 10 kHz. SPML parameters dy and o are chosen as 1 and nf,,
respectively. The total recording time of the simulated waveform is 14 ms. The array
waveform for the entire simulation time and the first 4 ms are shown in Figs. B.6
and B.7, respectively. For the case of SPML (Fig. B.7a), the drill collar wave, shear
(S)- wave, and Stoneley (ST) wave can be identified from their arrival times. Also,
the artificial reflection from the top boundary of the model (dashed black line) is
visible. This arrival is a ST wave reflected from the interface where the borehole
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Fig. B.5 A typical large 25
material contrast model
(LWD model). Stars and
triangles mark the source and
receiver locations,
respectively. Only x and z
directions are considered in
the 2D model, where the y
direction is assumed as
infinite

Z (m)

intersects the model boundary. The ST-wave velocity is 1389 m/s as calculated by
the velocity-time semblance method (Kimball and Marzetta 1984; More detail can
also be found in Chap. 3). The simulation becomes unstable after 10 ms (shown in
Fig. B.6a), indicating the ill-posed nature of the SPML scheme for a model with
a large material contrast. Figures B.6b and B.7b show the result of M-PML with
correction coefficients p,, and p,, taken as 0.1. The reflection artifacts are still visible
as in the case of SPML (shown in Fig. B.6b), where the instability is reduced to some
extent, as shown in Fig. B.6b, and it appears after 13 ms and without the high-
frequency component. This indicates that the M-PML can be used to simulate a
longer signal if the correction coefficients are properly chosen. We find a suitable py
to be between 0 and 1. The simulations are stable when p values are greater than py.
However, the reflectivity is increased. For a good simulation, we must find a good
coefficient with a good tradeoff between stability and reflectivity. Figures B.6¢ and
B.7c show the result of NPML. Comparing Figs. B.7a to B.7b and B.7c, we note that
NPML (Fig. B.7c¢) is superior to SPML and M-PML in suppressing the reflected ST
wave. However, the instability of NPML (after 12 ms in Fig. B.6¢) in the ALWD case
indicates that it is not suitable for long simulation times. From Figs. B.6d and B.7d,
we find that CFS-PML can attenuate the reflected wave from the model boundary
and remain stable for long simulation times. CFS-PML appears to be the best of the
four implementation methods for both stability and absorption efficiency.

Figure B.8 shows the wavefield snapshots at time 14.4 ms of FDTD simulations
for the 2D ALWD model shown in Fig. B.5 with four different PML methods. The
PML domains are also shown on the boundaries of the snapshots. The computational
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Fig. B.6 Waveform for an array of receivers in a 2D LWD case shown in Fig. B.5. a Result for
SPML. b M-PML. ¢ NPML. d CFS-PML. Material properties are given in the text. Dashed black
lines in a and b show reflections from the top of the model
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Fig. B.7 Waveform for an array of receivers in a 2D LWD case shown in Fig. B.5. a Result for
SPML. b M-PML. ¢ NPML. d CFS-PML. Material properties are given in the text

domain is marked with a rectangle. In addition, there are six solid lines from the
bottom to top of the model along z direction. The two innermost lines at approxi-
mately x = 0.55 are the boundaries of the inner fluid column, and the two outermost
lines are the boundaries of the borehole wall. The other two lines are the outer
boundaries of the collar. The source location in the z direction is 0.45 m. The 10 kHz
monopole source with Ricker wavelet is used here.

Here, one can observe that the numerical instability and reflected waves that are
generated the fluid-steel interface intersect the model boundary. The CFS-PML gives
the best results, although there are still some unabsorbed guided waves that can be
clearly observed on the lower part of the snapshot in Fig. B.8d. M-PML is the second
best of the four methods.

Our simulation results indicate that NPML and CFS-PML absorb more effi-
ciently the guided wave reflections from the computation boundaries than SPML
and M-PML. For long duration simulations, numerical instability is observed in
SPML, M-PML and NPML, though the stability in M-PML may be improved by
fine tuning of the non-reflecting layer parameters. Among all methods, CFS-PML
is the best choice for large material contrast, for both efficient absorption of waves
incident on the model boundaries and for numerical stability. The CFS-PML may
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Fig. B.8 Snapshot of wave field at time 14.4 ms for the 2D ALWD sonic case shown in Fig. B.5.
a Result for SPML. b M-PML. ¢ NPML. d CFS-PML. The computational domain is marked with
arectangle. Region outside the rectangle contains the absorbing boundary. There are six solid lines
from the bottom to top of the model along z direction. The two innermost lines approximately x =
0.55 are the boundaries of the inner fluid column, and the two outermost lines are the boundaries
of the borehole wall. The other two lines are the outer boundaries of the collar

be combined with MPML as a hybrid PML in more challenging environments such
as a borehole surrounded by an anisotropic formation.

B.4 Treatment on the Fluid-Solid Boundary in FDTD

There are significant accuracy and efficiency issues when conducting finite difference
elastic wave simulation in a model with large material contrasts like those that occur
at steel-water boundaries (cased-hole and ALWD models). Several methods have
been proposed to handle those problems. Here, we discuss the effects on the results
of the FDTD having different accuracies for spatial derivatives and for different
spatial discretization intervals. As a typical high contrast medium model, the ALWD
case can be easily extended to cased-hole models. Here the 2D ALWD model in
Fig. B.5 and formation S1 in Table 2.1 and Collar C32 in Table 5.2 are used.

The results from the 2D discrete wavenumber integration method (DWM) (see
Sect. 2.1.3) are used to benchmark the simulation results for the 2D FD with different
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grid sizes. A 10 kHz Ricker wavelet monopole source is used and the axial positions
of receivers relative to the source range from 1.305 to 1.935 m with an interval
of 0.09 m. We compare the results from fourth order accurate in space 2D FD with
different grids and the DWM result in Fig. B.9a and find that the comparison between
FD and DWM is better when the grid is smaller. However, there is still a significant
difference between results from the 2D FD and DWM even for smaller grid size.
However, the result when using a 2nd order accuracy in space FD method matches
the result from DWM quite well (even though the grid is large) as shown in Fig. B.9b.
The corresponding spatial snapshots of the FD results using different accuracies and
grid sizes are shown in Fig. B.10, where Figs. a, b, and c are the results for 4th order
space accuracy with a 3 mm grid, 4th order space accuracy with a 1 mm grid and 2nd
order space accuracy with a 3 mm grid in space. The wavefield calculated using the
fourth order spatial accuracy scheme have considerable noise between z = —0.5 m
and z = 1.0 m. The results show that we obtain a better result with the 2nd order
spacing accuracy FD than with the 4th order spacing accuracy FD when the model
has high contrasts.

An explanation for the counter-intuitive result about the reliability of FD schemes
is given below. Taking the differential of T4 at grid (m, k) along the x direction—
DiTxyii o in Eq. B.20 as an example, the spatial derivatives of D, 1., ,, i in second
and fourth orders accuracy are given in Eqs. B.50 and B.51, respectively.

Tyx (m + % k) — Tee(m —1/2, k)]/dx, (B.50)

{9[1” <m + %k) — Tux (m - %,k)}/S - [r” (m + %k) — Tux (m - %,k)]/%}/dx. B.51)

More grid points are involved in the calculation for the 4th order spacing accuracy
FD. If the properties of the medium change a lot, as they do for a high contrast medium
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Fig. B.9 FD simulations with different accuracies by DWM (red lines). a Results from DWM and
fourth order in space finite difference using different grid sizes. The black and blue lines are for
grid size of 3 mm and 1 mm, respectively. b Results for DWM and second order finite difference.
The blue lines are for grid size of 3 mm (Modified from Figs. 5 and 6 in Wang and Zhang [2019])
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Fig. B.10 Snapshots of the wavefield calculated using FD with different grid spacings and spacing
accuracies. a and b are results found using 2D FD with fourth order accuracy in space and grid
spacing of 3 mm and 1 mm, respectively. ¢ Result obtained using 2D FD with second order accuracy
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model, a finer grid is required to obtain a reliable description of the model. When
using the second order spacing accuracy FD, the use of only two grid points during the
updating can be better for describing the sharp contrast in material properties of the
medium (as shown in Fig. B.11). Generally, higher-order finite difference schemes
are used because they can provide good results for models lacking high contrast, and
they require fewer grid points per wavelength for accuracy. Fewer grid points lead
to significant reductions in computational cost. However, when the model has high
contrasts, a lower order scheme is better. In this book, the FDTD with 2nd order
spacing accuracy is used.

B.5 Parallel Design of FDTD

The simulation of seismic wave propagation problems requires massive memory
and computational time, so it is rarely implemented on a single CPU computer. To
improve the computational speed and carry out the large-scale simulations, large
memory and the parallel processors are required.

Current parallel computation structure mainly consists of SMP (symmetric multi-
processor), MPP (Massively Parallel Processor array) and COW (Cluster of Worksta-
tions). Although COW has high cost-performance advantage, its slow computation
speed limits the application. SMP, which is able to share memory, is fit for fine-
grained parallel computing. For instance, the variables in Eqs. B.20-B.34 at the
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Fig. B.11 Grids involved in the FD with different order spacing accuracies. The black points are
the location of discrete grids and the gray points are the positions of the obtained derivatives by
different spatial accuracy difference methods (Mortified from Fig. 3 in Zhang [2016])

current time step are only related to the previous time step, and the variable in a
certain spatial grid is only related to the surrounding grids. Based on the recursive
feature in time domain, all the variables at a given time step can be simultaneously
updated.

In addition, for models requiring massive memory that SMP is not able to provide,
the coarse-grained parallel computation based on MPP can be applied. In MPP, each
node has an independent processor and memory. The nodes communicate within a
special network with high passband and low delay. The system is easy to expand
and can run with multiple threads. Each thread has an independent address and can
communicate with others via message delivery. The coarse-grained parallel compu-
tation divides the computation area into several sub area (2D) or volume (3D) regions
based on spatial characteristics of the model. Independent computations and data are
exchanged only at the border of the regions.
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The library of SMP is OpenMP (Open Multi-Processing), which is easily
programmed. The library of MMP is MPI (Message Passing Interface), which
requires the effective separation of the computational domain into several sub
domains. In addition, the management of message delivery makes it relatively
complex to program.

The simulations in this book are done by the FDTD with the OpenMP structure.
Figure B.12 shows the parallel program structure based on the OpenMP. The first step
is to allocate and initialize the memory for each variable in the shared memory stack.
Then, perform the time loop, and update the velocity and stress variable in the first
and last half time step, respectively. The update of all velocity or stress variables is
simultaneously implemented using the parallel computation. Synchronization must
be performed before the stress or velocity is updated to ensure that the calculation of

Fig. B.12 The structure of
the paralle]l FDTD program : s .
based on the OpenMP ( Allocation & Initialization
modified from Fig. 2.14 in v

He [2005]) ©
Tz, T Xy » Tyzy T »

vys Voo Txxs Txps

Time Loop
Update (parallel)
Vx vy s Vz

$ecsancs SYNE iemnccasdp

Update (parallel)
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Txzs Tyz
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the previous time step is completed. Memory is not released until all the time steps
are computed.

The application programming interface of OpenMP includes a set of compiler
directives, library routines, and environment variables, which can be directly
embedded into FORTRAN and C/C++ for further usage. The PARALLEL compiler
directive divides the code into serial and parallel regions and the parallel region
starts with a compiler directive |OMP PARALLEL and ending with |OMP END
PARALLEL. In the parallel region, the codes are implemented by multiple threads,
while in serial region the codes are implemented via only one thread. The specific
markups are responsible for assigning the task into each thread. The local variable
inside the thread is assigned by a compiler directive !$OMP DO PRIVATE (name
list of local variables). This expression establishes the reproduction for all the local
variables at each thread. The values of the local variables are taken from the previous
time step but modified during the current time step and are thus not known.

B.6 Validation of the Finite Difference Code for Borehole
Acoustics

To check the validity of the FDTD method in borehole environments, the simulation
results from the FDTD and DWM (see Appendix A) in wireline and LWD models are
compared. The comparisons of the results from 3DFD and DWM for the fluid-filled
borehole surrounded by formation F1 listed in Table 2.1, are shown in Figs. B.13
and B.14. The simulation results in Figs. B.13 and B.14 are at 10 kHz for monopole
cases in wireline and ALWD, respectively. The geometries of the wireline and LWD
models are listed in Tables 2.1 and 5.2 (collar C32 used), respectively.

The solid and dashed lines are the results from the DWM and FDM, respectively.
We can clearly see all the modes. For the wireline model shown in Fig. B.13, itis clear
to find the P, S and pR, ST, and pR Airy waves in time sequence. For the waveforms
in the ALWD model shown in Fig. B.14, we see the collar, P, S, pseudo-Rayleigh
(pR.), and ST waves. The amplitude of the collar wave is very small and therefore
amplified for display. In the simulation, we did not add any attenuation and thus
the amplitude of ST is very large. The results obtained using the two methods are
almost identical. These results demonstrate the applicability of the FDTD method.
In this book, the wavefields in complex models that cannot be obtained using DWM,
such as the eccentered drilling pipe in the ALWD case in Chap. 6 and the borehole
acoustic remote reflection image in Chap. 7, are simulated by the finite difference
method.
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Fig. B.13 Comparisons of FDTD and DWM simulations of the wireline acoustic logging wave-
forms in a fluid-filled borehole surrounded with formation F1. The waveforms are at 3 m offset
from a 10 kHz monopole source
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Fig. B.14 Comparisons for FDTD and DWM of the ALWD waveforms in the fluid-filled borehole
surrounded with formation F1. The waveforms are at 3 m offset from a 10 kHz monopole source.
Collar C32 in Table 5.2 is used
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